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My aim is to set up a purely algebraic theory of theta-functions. 
Actually, since my methods are algebraic and not analytic, the functions 
themselves will not  dominate the picture - although they are there. The 
basic idea is to construct canonical bases of all linear systems on all 
abelian varieties. The result is that one gets a very complete description 
first of the homogeneous coordinate ring of a single abelian variety, and 
second of the moduli space of all abelian varieties. We shall obtain 
explicit generators and relations for this moduli space. The homogeneous 
coordinate rings of abelian varieties are very remarkable rings. Although 
the abelian variety is a commutative group, these rings are acted upon 
(with some restriction on degrees) by a 2-step nilpotent group. Unlike 
the affine coordinate rings of linear algebraic groups, they are not Hopf 
algebras. Their structure is dominated by a symmetry of a higher order 
embodied in the theta relation of Riemann (a quartic relation). One 
might say that this is the only class of rings not "essentially" isomorphic 
to polynomial tings which we can describe so closely. 

There are several interesting topics which I have not gone into in 
this paper, but which can be investigated in the same spirit: for example, 
the extension to inseparably polarized abelian varieties; a discussion of 
the transformation theory of theta-functions, especially in connection 
with the tower of moduli schemes; a discussion of the various standard 
models of the irreducible representation space for the Heisenberg com- 
mutation relations [and the adelic generalization] and the various ways 
in which RIEMANN'S them-function can be singled out in each of them; 
an analysis of special theta-functions and special abelian varieties; an 
analysis of degenerate theta functions and SATAKE'S compactification; 
a tie-up between the global theory of moduli that we give, and the 
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infinitesimal theory of KODAIRA-SPENCER-GROTHENDIECK. All of these 
look like very fruitful topics. Incidentally, in w 6 there is a very annoying 8 
in the main result which by all rights ought to be replaced by 4 [but I 
nearly despaired of getting the 8 in the course of proving what I named 
the "Hardest  lemma" in w 6]. 

This paper is heavily indebted to the influence and ideas of BAILY, 
CARTIER, IGUSA, MAYER, SIEGEL, and WELL. AS an algebraist, I was 
naturally not attracted to anything called a function, and it was only 
because these six people all realized so clearly the significance of theta- 
functions that the idea got across to me. More than that, many of the 
key ideas are due to these people and especially to IGUSA: the reader is 
referred especially to the important papers [1, 2, 6, 11 and 12]. In parti- 
cular, the beautiful and far-reaching fact that the theta-null values give 
almost exactly the moduli space of a carefully chosen level is IGUSA'S idea. 

In most of this paper, we will work over a fixed algebraically closed 
ground field k. At first, k will have any characteristic; later we will 
exclude characteristic 2. Of course we use the language of schemes. 
Also, if S is a finite set, 4~ (S) denotes the cardinality of S. 

A word of warning - and apology. There are several thousand 
formulas in this paper which allow one or more "sign-like ambiguities": 
i.e., alternate and symmetric but non-equivalent reformulations. These 
occur in definitions and theorems. I have made a superhuman effort to 
achieve consistency and even to make correct statements: but  I still 
cannot guarantee the result. 

w 1. The Basic Groups Acting on Linear Systems 

X will denote an abelian variety for all of this paper. All varieties that 
we will talk about will be abelian varieties; this wiU be mentioned from 
time to time but not invariably. When we talk of an abelian variety X, 
we always assume that a definite identity point e ~ X  has been chosen: 
hence a definite group law on X has been chosen. Moreover, the endo- 
morphism of an abelian variety given by multiplication by n will be 
denoted by n 6. The inverse - 6 will be denoted t. The kernel of n 6 will be 
denoted X,. 

Definition. If L is an invertible sheaf on X, then H(L) is the subgroup 
of closed points x ~ X  such that if Tx: X ~ X  denotes translation by x, 
then T~* L~- L. 

We recall the basic facts about  invertible sheaves on an abelian 
variety, and their sections (cf. [9], Ch. 6, w 2): 

(I) L is ample if and only if H(L) is finite and F(X, L") is not (0) for 
all n>0 .  
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(II) If L is ample and dim X=g, then there is a positive integer d 
such that 

dimH~ g, all n > l  

dim Hi(X, /Y)=0,  all n > l ,  i > l .  

(III) The integer d of (II) is called the degree of L, and if D is a divisor 
on X defining L, i.e., L~-ox(D), then 

(D *) = d .  g ! 

(IV) Let X be the dual of X. Let A(L):X~.~ be the usual homomor- 
phism associated to L, i.e., if X~Xk then A(L)(x) is the point of -~" corre- 
sponding to the sheaf T* ( L ) |  ~ on X. Then 

degree A (L) = d 2. 

(V) Let L' =z*L be the reflection of L in the origin. Then for all 
integers n, 

/ I  2 + I'1 /'12 - - / I  

(n 6)* L ~ (L)--r-- |  (E) 2 

In this paper we shall be exclusively interested in invertible sheaves L 
such that 

a) L is ample. 
b) If p = char (k), p • degree (L). 
We shall refer to such sheaves as ample sheaves of separable type. 

Note that for such sheaves, by (IV), char (k) X degree A (L), so A (L) is 
separable. Since, by definition H(L) is the kernel of A(L), it follows that: 

d 2 = cardinality H(L). 

At this point, I can define the most central concept of the entire develop- 
ment: 

Definition. Let L be an ample invertible sheaf of separable type. Then 
if(L) is the set of pairs (x, r where x is a dosed point of X and q~ is an 
isomorphism: 

L~-~ T~L. 

First of all: f~(L) is a group. Let (x, ~), (y, ~ ) ~ ( L ) .  Then the com- 
position T~* ~ o q~: 

L *,T*L T*~',T*(T*L)--T*§ 

is an isomorphism of L and T~*+y L. Define 

(y, ~b) o (x, r = (x + y, T* O o q~). 
20* 
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One checks immediately that this makes N(L) into a group. Secondly, 
the map taking (x, ~o) to x puts ~ (L) into the exact sequence: 

0 ~ k* ~ ~(L) ---> H(L) ~ O. 

Here fg(L)~H(L) is surjective by the very definition of H(L), and the 
kernel is the group of isomorphisms of L with itself: i.e., of multipli- 
cations by non-zero constants in the ground field k. 

Our first objective in this section is to give a complete structure 
theorem for H(L) and @(L) vis-a-vis this exact sequence. To this end, 
we must first examine the situation: 
(,) x " , Y 

L ,~.-d-- M. 

Here ~ stands for a separable isogeny of the abelian varieties X and Y, 
M stands for an invertible sheaf on Y and a stands for an isomorphism: 

a: n*M "~,L. 

Let K be the kernel of n : K  is a finite subgroup of closed points of X. 
Moreover, if x~K, then 

L < ~  n * M = ( n o  Tx)*M=T*(rc*M) r*~(~" T*L 

defines an isomorphism of T*L and L, so xsH(L).  Thus K~H(L) .  
But let the reader beware - a key point is that if K ~  H(L) is an arbitrary 
subgroup, then there does not necessarily exist an invertible sheaf M 
on Y = X / K  such that n*M~-L. In fact, as GROTHENDIECK'S theory of 
descent teaches us, it is absolutely essential to consider the pair 

(x, T* (a) o ~- l) 

as an element of ~ (L). If the set of these is denoted/( ,  then one checks 
immediately that they form a subgroup of ~(L). Namely: 

(x, T*(a)o ~ - ' ) o  (y, T*(a) o a -~) 
= ( x + y ,  T* {T*(a)o c~-'} o {T*(c 0 o a - ' } )  
= ( x + y ,  T*+,(a) o a - ' ) .  

In other words, we have split the extension (r over K: 

N(L) ,H(L) ,0 
O U 

~ ,  K .  

Conversely, given a subgroup KcH(L) ,  and a lifting K of K into @(L), 
we have exactly the situation referred to by GROTHENDIECK as descent 
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data for L with respect to the morphism 
X ~ > Y= X / K .  

His main theorem (Theorem 1.1, w 8, [3]) says that there is a I - 1 corre- 
spondence between the set of invertible sheaves M on Yand isomorphisms 
a: rc*M--~L and the set of descent data for L with respect to n. We 
make the definition: 

Definition. A level subgroup I( of f~(L) is a subgroup such that 
k * n  K=(0) ,  i .e . , / (  is isomorphic to its image K in H(L). 

Thus, our conclusion may be rephrased: 
Proposition 1. There is a 1 - 1  correspondence between level sub- 

groups K in f~ (L) and pairs (n, ct) as in (,)  above. 
What happens to the degrees in this situation? Note first that M is 

certainly ample (cf. Theorem 2.6.2, Ch. 3, [5]). Say 

d = degree L 
r = degree (r 0 = cardinality (K). 

Then if E is a Cartier divisor on Y representing M, re- l (E) is a Cartier 
divisor on X representing L and 

d.  g! = (n-2 (E)g) 
= 7Z - 1 (E g) 

= r (E g) 
= r- degree M .  g!. 

In particular, char (k)X degree (M), so M is of separable type too. 
And degree (M)=d/r .  Moreover, it is possible to relate f#(M) and f~(L). 
If the map assigning to X and L the group f~(L) was part of a functor, 
we would expect there to exist a homomorphism from Cg(L) to &(M) or 
vice versa. Actually, the situation is more complicated than that. In fact: 

Proposition 2. Given the situation ( , )  above, let K = k e r  (n) and let ~i 
be the corresponding level subgroup over K. 

i) ~z- 1 [H(M)] c H(L) .  

fcentralizer ) ( t the image of z in H(L) )  
ii) ~ ~=~z~fr  I ~" 

/.of K in i f (L))  /. [is in r~- [H(M)] 
Call this group ~(L)*. 

iii) fr ~ ~(L)*[ffi. 
canonieatly 

(In particular, fg(M) is a quotient of a subgroup of ~(L)). 
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Proof. Suppose yeYk  and M~Ty*M.  Then if xeXk  and n(x )=y ,  

T* L'~ T* Tz * M 

~-~* T* M 

"~ rc * M 
.~L. 

This proves (i). More precisely, if (y, ~,)e(~(M), we see that 

(x, T*(a) o 7r* ~ 0 oC 1) e ~q(L). 

But x determines y, and the homomorphism T~*(a)orc*~oa -~ deter- 
mines ~. Therefore, this relation between elements of ~ ( M )  and ~(L)  
is actually a map: 

(L) ~ {(x, ~p) e ~ (L) [ 7r (x) e H(M)} -o fr (M). 

Call this subgroup ~(L)*. This map is readily checked to be a homo- 
morphism. Moreover, every y e H ( M )  is of the form ~z (x), some x e H(L);  
and if some element (y, ~01) is in its image, then all other elements 
(Y, 92) are in the image since q~2 is always a scalar multiple of ~o 1 . There- 
fore ~ ( M )  is a quotient of ~(L)*. One checks easily that the kernel is/~, 
and this proves (iii). Finally, (ii) is a consequence of descent theory. 
According to this theory, suppose M1 and 342 are obtained by descending 
(over a faithfully flat morphism 7r) sheaves L I = n * M  1 and L2 =~z*M2. 
Then the set of homomorphisms from M1 to M2 is the same as the set 
of homomorphisms from L~ to L z that "commute" with the descent 
data. In our case, M is obtained by descending L via the identifications: 

N T~L,  all (w,q~)e/s 

and if y = n ( x ) e  Yk, then T * M  is obtained by descending T~*L via the 
identifications 

T*L T*~,T* r all (w, tp) e~:  ' " '  . t X + W ~  , * 

Therefore, an isomorphism ~ : L ~ T * ~ L  "descends" if and only if the 
diagram: 

L .......... ~" ~ T ~ L  

T~* L T*~ ? ~. T*+ ~, L 

commutes, for all (w, ep)e/~. On the one hand, this means exactly that 
(x, ~) is in the centralizer o f / ~ ;  on the other hand, ~, descends to an 
isomorphism of M and T* M if and only if y e H ( M ) ,  i.e., (x, ~)~ ~ (L)*. 
This proves (ii). Q.E.D. 



On the Equations Defining Abelian Varieties. I 293 

Now consider the extension if(L) of H(L) by k*. Note first that k* 
is contained in the center of (g(L). This follows immediately from the 
definition of multiplication in ~(L). The extension defines the following 
invariant: 

Given x,y~H(L),  let ~,~'~fg(L) lie over x ,y .  
Set eL(x,y)=~c.).~ 1.~-1. 

It is immediate that this is well-defined, that eL(x, y) is an element of k*, 
and that e L is a skew-symmetric bilinear pairing from H(L) to k*: i.e., 

(a) eL(x1 +X 2, y) =eL(x1, y) . eL(x2, y), 
(b) eL(x, x ) =  1, hence eL(x, y)=eL(y, x) -~. 
Moreover, because k* is divisible, for all subgroups KcH(L),  

there exists a level subgroup/(  over K if and only if e t ' -  1 on K. To see 
this, first start with a single element xeK. Let s  lie over x. If l is 
the order of x, then (s must be in k*. Let ~ k *  be an l-th root of 
(s and let ~ = s   9 ot -1. Then ~ lies over x and also has order/ .  Now 
writing K as a direct sum of cyclic groups, and lifting its generators xi by 
this procedure, we see that since e L= 1 on K, the elements s generate a 
level subgroup/(  over K. Conversely, i f / (  exists, then / (  is commutative, 
so e L= 1 on K. 

The following conditions are readily seen to be equivalent: 
i) k* =center [f~(L)]. 

ii) e L is non-degenerate: i.e., VxeH(L), there exists a y~H(L) such 
that e L(x, y) + 1, 

iii) there are subgroups/(I ,  K 2 in H(L) such that H(L) =K 1 ~) K 2, 
eL(x, y ) =  1 if x, yeK 1 or if x, yeK  2 and e L is a non-degenerate pairing 
of K~ and K2 - i.e., makes 

K 2 =Hom(K1,  k*). 

In fact, i) and ii) are trivially equivalent and are implied by iii). To go 
from ii) to iii), one just mimics the standard procedure for putting 
skew-symmetric pairings in canonical form. 

Theorem 1. The above condition on (g(L) is, in fact, satisfied. 
Proof. L e t / (  be a maximal level subgroup in fg(L) and let K be its 

image in H(L). Then K is a maximal subgroup of H(L) on which e L= 1, 
and the centralizer o f /~  in fg(L) is just k*  9 Let Y=X/K and let M 
be the sheaf on Y obtained by descending L. Then according to our 
description of H(M) given above, H ( M ) = ( 0 ) :  in other words, M has 
degree 1. But since degree M=d/r, where r=cardinali ty of K, this 
means that the cardinality of K is d. Now suppose HocH(L) is the 
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degenerate space of e L -- the set of elements x e  H(L) such that e L(x, y) = 1, 
all yeH(L) .  Then H(L)/H o satisfies conditions ii) and iii); therefore 

(U (L)mo)  = t 2 

and there exist maximal subgroups K ' c  H(L)/Ho on which eL~ 1 of 
cardinality l. Now if K is the inverse image of K'  in H(L), we see: 

d 2 = ~ (K) 2 

= ~ (H0) 2- 12 

= ~(Uo) 2  9 ~(H(L)/Ho) 

= #(Uo)" ~(H(L))  

= ~ (Ho)" d 2. 

Therefore H o =(0). Q.E.D. 
Definition. Let L be an ample invertible sheaf of separable type. 

By Theorem 1, the elementary divisors on H(L) occur in pairs. Let 

6=(dl ,  d2 , . . . ,  dk) 

be the sequence of positive integers such that di+l [dt, di> 1, and such 
that 

(dx, dl, d2, d2 . . . . .  dk, dk) 

are the elementary divisors on H(L). Then L will be said to be of type 5. 
Note that char (k) ~v dl in this sequence. Now reversing the process: 
Definition. Let 5 = (dl . . . . .  dk) be a sequence as above. Let 

k 

K(6)=  if) Z/d~Z 
i = 1  

K(6) = Hom(K(6) ,  k*) 

H(f)=K(6) K(6), 
Let fg (6), as a set, be the product 

k* x K(6) x K(6).  

Define a group law on (g(5) via 

(~, x, I). (~', x', I') = (~ .  ~'- l'(x), x+x ' ,  I+ I'). 

Corollary of Th. 1. f f  L is of type 5, then the sequence 

0 -~ k* -~ ~(L)  -~ H(L) - ,  0 
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is isomorphic to the sequence: 

o -~ k* - .  ~ (~)  - .  U(~)  -~ O. 

Proof. As in condition (iii) preceding the theorem, let H(L) =Ks @ Kz 
and let /(i be a level subgroup over K i . Choose any isomorphism a 
between Ks and K (6), and then map K2 onto K (6) via 

fl: K2 ~ Hom(Kl ,  k*) ~ Hom(K(6), k*)=K(6) .  
v i a  e v i a  a 

If we require that (1, x, O) correspond to the point o f / ( l  over a-  1 (x)~Kt ' 
and (1, O, l) correspond to the point /(2 over f l - l ( l )eK2,  then this 
determines an isomorphism of if(6) and if(L). Q.E.D. 

So far, we have considered if(L) only as a group in its own right, 
and as the set of all possible descent data for L with respect to isogenies. 
What makes this game more exciting however is that fC(L) acts on 
r ( X , L ) :  

Definition. Let z = (x, ~p)E ~ (L). Then define Uz: F (X, L ) ~ F  (X, L) by 

U~(s) = r*-x(q~(s)) 

for all s~F(X, L) [i.e., q~(s) is a section of T~*L and T*x(q~(s)) is a section 
of L=T*_~(T*L)]. 

This is an action of the group ~(L)  since if z=(x ,  9), w = ( y ,  ~b), then 

Uw(Uz(s)) = T*y {~ (T_*x(Cp s))} 

= T*x_y [T*(~ (T*x(q~ s)))] 

= V**_y [T*(r (9 s)] 

= u ( ~ + , , :  (,)o ~)(s). 

Also, the center k* of (a(L) acts on F(X, L) by its natural character: 
i.e., a~k* acts on F(X, L) as multiplication by ~. Such representations 
are rather limited: 

Proposition 3. ~(6) has a unique irreducible representation in which k* 
acts by its natural character. Suppose that this representation is denoted by 
V(~). Then if V is any representation of (#(6) in which k* acts in this way, 
V is isomorphic to the direct sum of V(3) with itself r-times for some r. 
Moreover, if K ~ ~(3) is any maximal level subgroup, 

r=dimk(VK). 

(Here V ~ is the subspace of V of K-invariants.) 



296 D. MUMFORD: 

We give a complete proof here since it is quite instructive. The result 
is an exact analog of a very general theorem of MACKEY [8]. 

Proof. Let V be an irreducible representation of fg (6). Pick a maximal 
level subgroup /~. Then since /( is commutative and char (k)X car- 
dinality/~, the action of /~  can be diagonalized: i.e., 

v =  @ V~, 
x ~ rlom (K, k*) 

where V z is the eigenspace with weight X. Now let y~ ~9 (5). Then there is a 
unique character ZY of /~  defined by: 

y - t . z . y = z Y ( z ) . z ,  all zE/~,  

and if se  Vxo, then one checks easily that Uy(s)e Vzo+ z, (here Uy is the 
given representation). Moreover, note that the mapping y ~ z r  defines 
an isomorphism ~: 

~(5)/k* . [r "~, Horn(K, k*). 

Therefore: (a) if Vzr for one ~, then Vx~-O for all X. (b) If s~ Vzo, 
then the elements Uy(s) span a subspace W of V such that Wc~ V z is 
one-dimensional for all Z. It follows that if V is irreducible, dim V x-- 1 
for all ~. Now choose an arbitrary section a: 

q 

~(~) ~ ~(~)/k*  9 k. 
Moreover, choose a non-zero element s (0)~ Vo. Then for all ~ H o m  (/~, k*), 
set s(z)=U~(r-,(x))(s(O)). Clearly {s(z)} form a basis of V. It is easily 
checked that the matrices giving the representation of ~(5) in terms of 
this basis depend only on the section a. Therefore, all irreducible represen- 
tations V are isomorphic. The last two assertions about a general repre- 
sentation V follow immediately from the complete reducibility of such 
representations. In fact, let m =order of H(5). Then the set of elements 
x ~ ( 5 )  such that x ~ = l  form a finite subgroup ~ (5 ) ' c~ (5 ) .  Since 
k*~( 5 ) ' = ~ ( 5 ) ,  a representation V of ~(5) in which k* acts by its 
natural character is completely reducible if and only if it is completely 
reducible as a representation of ~q(L)'. But char (k) ,~ order (~r so 
representations of ~(L) '  are completely reducible. 

dim (V ~) = dim Vo = 1 
if V is irreducible. Q.E.D. 

There are several natural ways to write down this unique irreducible 
representation explicitly. These explicit representations and the trans- 
formations between them have been closely studied by WElL [12]. The 
simplest is: 
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Definition. Let V(6) be the vector space of functions f on K(6) with 
values in k. Let ff(6) act on this by: 

(U( .... 0 f )  (Y) = ~" l (y) . f ( x  + y).  

Here we see clearly that we have the discrete analog of the usual 
irreducible representation of the Heisenberg Commutation relations: 
in integrated form, that representation is the action a) of multiplication 
by unitary characters, b) of translation operators, on L 2 of a real vector 
space. 

Theorem 2. I f  L is an ample invertible sheaf of separable type, then 
F(X,  L) is an irreducible f#(L)-module. 

Proof. Let K c f~ (L) be a maximal level subgroup. Let K be its image 
in H(L),  let Y = X / K ,  and let M be the sheaf on Y such that L ~ - z * M  
Or: X ~  Y being the projection). Then, as we have seen above, the maxi- 
reality of /< implies that M is an ample invertible sheaf of degree 1. 
Therefore, 

d i m F ( Y , M ) =  1. 

On the other hand, by the theory of descent, ~r* maps the sections of M 
onto the space of sections of L invariant under ~2. Therefore 

d i m F ( X , L ) E = l .  Q.E.D. 

This irreducibility has an important application: it makes possible a 
simple direct construction of the variety of moduli of abelian varieties. 
In fact, this method of constructing the moduli space is nothing but  the 
method of theta functions applied by BAILY in the classical case. It 
turns out that, when suitably algebraicized, it is perfectly applicable in 
all characteristics, at least to separably polarized abelian varieties, in 
char + 2. The basic idea is this: suppose we are given 

(i) an abelian variety X, 
(ii) a very ample invertible sheaf L of separable type, 
(iii) an isomorphism e of f#(L) and (9(6) which is the identity on the 

subgroups k*. 
Note that if i) and ii) are given, then there is only a finite set of data 

iii): so adding data of type (iii) means that one passes from the set of 
isomorphism classes of objects (X, L) to a finite covering of this set. 

Definition. Given i" and L as in (i), (ii) above, data of type (iii) will 
be called ~-structures on (Jr, L). 

If X, L and a 0-structure are given, they determine in a canonical 
way one projective embedding of X [n.b. not just an equivalence class of 
projectively equivalent embeddings]. 
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Step L Since F(X,L) is the unique irreducible representation of 
f#(L) and V(6) is the unique irreducible representation of ~(~), among 
representations which restrict to the natural character on k*, there is an 
isomorphism 

p: r ( X , L )  - , V(,~), 

unique up to scalar multiples, such that 

~ {v~(s)} = u~(~(~(s)) 
all xeN(L), seF(X, L). 

Step II. fl induces a completely unique isomorphism 

e(fl):  PEF(X,L)] -- ,P[V(6)] 

of projective spaces. Now pick, once and for all, a basis {Xi} of V(6) - 
say by ordering the elements al,  . . . ,  am of K(b) and taking Jfi as the 
delta function at ai. Then this defines an isomorphism: 

P._l. 
Here m =cardinality {K(6)} 

= degree (L). 
Step IlL Since L is very ample, there is a canonical embedding 

I:  X ~ - ,  P [F(X,  L)] .  

Then J=7oP(fl)oI is the canonical embedding of X in Pm which we 
claimed existed. 

The most striking consequence of having defined a canonical embed- 
ding is that this defines a canonical point in Pro-1 tOO: namely J(e), 
where eeX is the identity point. 

Definition. J(e)~Pm-1 will be called the theta-null point attached to 
X, L and the given 0-structure. The homogeneous coordinates of J(e) 
will be called the them-null values of X, L and the given 0-structure. 

The ideas that we have indicated here will be fully developed in w 6. 
We can make the connection of our theory with the classical theory 

of theta-functions more explicit, and in particular motivate our termino- 
logy "theta-null values", in the following way. The classical theta func- 
tions (when k = C) arise as follows: if g = dim X, then C* is the universal 
covering space of X. Let Ohol denote the trivial complex analytic invertible 
sheaf on C*: i.e., the sheaf of holomorphic functions itself. Let n: C*~X 
be the projection. Then one chooses "very carefully" an isomorphism 

2: n* (Lhol) "~ 'Ohol 
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of sheaves on C ~ (here L~o~ denotes the complex analytic invertible sheaf 
corresponding to the algebraic invertible sheaf L). Then for all 

s e r ( x ,  L)  = r ( x ,  L~o,) 

O,=2(~*(s ) )  is a holomorphic function on Cg: this is the theta function 
corresponding to s and in this way F(X, L) can be identified with a 
vector space of functions on CL We cannot imitate this procedure 
algebraically because L~:ox. However, L restricted to any finite set is 
isomorphic to Ox on that set. In particular we can use the structure of 
~(L)  to construct nearly canonical isomorphisms of L and Ox when 
restricted to H(L). 

Definition. Let x be a closed point of X. Then let 

L(x) = L x | ~c(x) , 

when L~ is the stalk of L at x and ~c (x) is the residue field of o 5. 
Now choose: 
a) a ~-structure 

a: N(L) ~ , N ( 6 )  for L ,  

b) an isomorphism 
2o: L(0) " , k .  

Let the 0-structure induce the isomorphism J:  

0-- ,  k* - ~ e ( L ) ~ / t ( L ) ~ 0  

0 ~ k* ~ ~(~)  ~ n (~ )  -- ,0 .  

There is a canonical section of N(6) over H(6) obtained by mapping 
(x, l)eH(6) back to (1, x , / ) e  N(6). This induces a section a:  I I ( L ) ~ ( L ) .  
In particular, for all w e H(L), this gives us an element a (w) = (w, q'w) ~ ~(L), 
where q~w is an isomorphism: 

q)w: L--, T*(L).  

Now we can use ~Pw to define the composite isomorphism: 

T. L ( O ) ~ - - - - - L ( O ) - - ~  k.  L(w)= * ~ 
w " " ~ w ( 0 )  ~ " 2 0  

Call this 2w. The collection of isomorphisms {2~} is nothing but  an 
isomorphism of the two sheaves L and Ox restricted to H(L). 

Definition. For  all zeH(6)  and seF(X,  L), let w = ~ - l ( z )  and then 
define 

or,](z) = , ~ ( s  I,) =,~o(e7,'(T* s) Io). 
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(Here s Iw denotes the image of the section s in L(w).) The square brackets 
around s are inserted to indicate the connection with the classical notation 
for theta functions. 

We now have a most surprising state of affairs. If a ~-structure on L 
is chosen, then we have 2 maps: 

(I) F(X, L ) ~  {k-valued functions on K(c5)} = V(~5), 

(II) F ( X , L ) - - ~  {k-valued functions on H(fi)} 
both uniquely determined up to the ever-present scalar. For  one thing, 
this means that we can combine the two, and obtain ~ o fl-1:  a trans- 
formation taking functions on K(fi) to functions on H(6). We will work 
this out shortly. But first notice the essential contrast between the two 
maps: the first is a purely group-theoretic affair and should reflect well 
the group-theoretic properties of X - as we will see in w 3. The second, 
like the concept of theta functions, is just a natural way of converting 
sections of L into functions by "evaluating" at points, so that it will 
respect multiplication of sections - i.e., it will extend to a homomor- 
phism on the homogeneous coordinate ring (9 F(X, L n) to the ring of 

n 

functions on H(6). The next step is to show that ~ too has good group- 
theoretic properties, even if it is not defined by such properties: 

Theorem 3. Let ss F(X, L) and y~ ff(L). Assume that 
A 

c~(y)=([l,x,l), ~ek*, xeK(~),  l~K(~). 
Then 

Ottr" sl(x', l')= fl . ( l ' -  l) (x) . Ots1(x'- x, l ' -  I). 

Proof. The linear mapping 
s~&(s l0 )  

defines a linear functional 2: F(X, L)~k.  Then, if w'eH(L), (x', l')= 
~(w'), we have by definition: 

Ots~(x', r) = 2w,(s D) 

= 4o 
=2(v; 

if y'  =(w', q~w,)Sff(L). But y'  is the unique element of if(L) over w' in 
the section described above. Now:  

r) = 2(v ,71 v , 0 ) )  

=2(g,-,.,0)). 
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But let y-~ - y' =7  9 Y", where 7~k* and y" is an element of f#(L) in the 
distinguished section over H(L). Then 

y. c~(y")= c~(y) -1  9 ~(y') 

=~,x,0  -~.(1,x',r) 
=(fl-~. l(x) . l' (x)- l , x ' -  x, l ' -  l). 

Therefore, ~-i  =f t .  ( l ' - l )  (x), and ct(y")=(1, x ' - x ,  l ' - l ) .  This implies 
that 

ot,,,(~)](~', r )=v-  ~- 2(u2.~(s)) 
=ft. (l'-- l) (x). Ots](X'--x , l ' - l ) .  Q.E.D. 

Definition. Let ~(~) act on the vector space of functions on H(6) by 

{U(~. ~. t)f} (x', l') = ft. ( l ' -  l) (x). f(x" - x, l ' -  l). 

Corollary 1. With respect to the above action, we have 

e t ~  ]= u~)(et~]). 
Corollary 2. Either Oral=O for all sEF(X, L), or Ot~]=0 only if s=0.  

Proof. This follows because the kernel of O is a subspace of F(X, L) 
invariant under f~(L). 

Corollary 3. Express the null-values of the functions 6)[~ l by the formula: 

ot~](0,0)= ~ (~s) (z). qL(Z) 
zeK(J )  

with a suitable k-valued'function qL on K(J) i.e. {qt.(a)} is tile set of theta- 
null values of X, L; cf.p. 298. Then the transformation 6) ofl- t is given by: 

Ota-tyl(x,l)= ~ I (x- -z ) ' f ( z - -x) 'qL(z) .  
z~K(~) 

Proof. Use the theorem with x ' = l ' = 0 ,  fl = 1, and the signs of x, l 
reversed, to obtain 

otv,(~,(0,o)= l (x ) -  1 ot~l(x ' I). 

Put s=fl-~f,  use our expansion for the null-values and the Corollary 
comes out. Q.E.D. 

Another consequence of the irreducibility of F(X, L) under ~(L) is 
that isogenies between abelian varieties induce canonical maps between 
corresponding linear systems. Suppose we are in the following situation, 
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which we studied in the first part of this section: 

(,) x - ~  Y 
L . . . . .  M.  

Here n is a separable isogeny, L and M are ample invertible sheaves of 
separable type and a is an isomorphism a: n * M  ~ , L .  Then (~, cO 
induce a linear map: 
(1) ~*: F(Y,M)-~r(X,L). 
And, as we saw, (n, a) induces an isomorphism: 

if(L)* (2) ~: , t (M) ,  

where 
i ) / (  is the level subgroup over ker (n) which is the descent data on L 

for n associated to the descended sheaf M, 
ii) if(L)* is the group of elements of if(L) lying over the subgroup 

r~-1 [H(M)] in X, 
iii) if(L)* =centralizer o f / ( .  
Let c~g and c~ L be types of M and L respectively and let 

JL: i f ( L )  "~' 'if((~L) 

JM: if (M) "" ,if (tiM) 

be 8-structures. Let the j ' s  induce isomorphisms: 

ilL: F ( X , L )  N ,V(JL) 

tiM: F(Y,M)~,V(~M).  
The problem arises: what is the composite map A =ill o n*o flZUl: 

V(SM) a;?,F(Y,M) ..~* , F ( X , L )  ~L , V(SL). 

Theorem 4. Assume jL(~2) is a subgroup of the form {1} x K 1 x K2, 

where K 1 c K(5L), K2 ~ K(fL). Let 

K ~ = { x e K ( S L ) ] l ( x ) = l ,  all leK2}  

K~={I~K(~L)II(~)=I, all ~ K d .  
Then jL( t ( L ) * ) = k *  x K I x K~, and K~/K 1 and K~/K 2 are canonically 
dual. Assume that there is an isomorphism 

a: K ~ / K I  " 'K(cSM) 
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such that if ~: K~/Kz--,K(~M) is dual to a, then the following diagram 
commutes: 

~(L)*/F; J~, k* x (K~/K~) x (K~/K~) 

if(M) J'~ ' i (6M).  

Then there is a scalar ,~ such that for  all f ~ V(8~), 

0 if xCK~ 
Af (x )  = 

2 f (ax )  if x~K~ 
all x~K(gL). 

Proof. Notice that n* is injective and that its image is F(X, L) ~, the 
subspace of/(-invariants.  Moreover, F (X, L) ~ is a module over 

i f ,  if(L)* 

In fact, F(X,L)  ~" as if'-module is isomorphic to F(Y,  M) as if(M)- 
module. Therefore, F(X,L)  ~" is an irreducible if'-module. This means 
that A is characterized, up to a scalar, by the 2 properties: 

i) Im (A) =subspace of V(6L) of {1} • K 1 • K2-invariants. 
ii) If (a, x, l)~ k* • K~ • K~, then 

U~ . . . .  o(A f )  =A (U~, ~ x, ~ o f ) ,  
all f ~ V(6M). 

It remains to check i) and ii) for the map A defined by our formula. 
As for i), the formula gives 

f I f - -  0 outside K~ ) 
Ira(A)= f ~  V(~SL) of K l J  f invariant under translations by elements 

which is clearly the space of {1} x K~ x K~-invariants. ii) is checked in a 
straightforward way too. Q.E.D. 

w 2. Symmetric lnvertible Sheaves 
As in w I, t: X ~ X  will denote the inverse morphism on an abelian 

variety X. We assume in this section that char (k)4: 2. 
Definition. An invertible sheaf L on an abetian variety X is symmetric 

if l*L~--L. 
Just as isomorphisms of L with T*L were involved in the descent 

of L with respect to isogenies X-+ Y, so isomorphisms of L and t*L are 
involved in the descent of L with respect to X--}X/{1, z}. 
21 Invent. math., Bd. 1 
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Definition. If X is an abelian variety, then the quotient of X by the 
involution t will be denoted by K x, the Kummer variety of .5(. Moreover, 
X :  will denote the open subset of X consisting of X minus its points of 
order 2, and K~x will be the quotient of X:  by t. 

Note that X :  is just the set of points of X where {1, t} acts freely. 
If d imX>2,  then K{ is just the set of non-singular points of Kx and also 
the maximal open set over which 

7z: X---~ Kx  
is flat. 

If L is a symmetric invertible sheaf, and 

q~: L.."~ ,1*L 

is an isomorphism of L with t ' L ,  then for all closed points x~X,  q) re- 
stricts to an isomorphism: 

(p(x): L(x)  ~ , t * L ( x ) = L ( - x ) .  

We can always uniquely normalize ~o by demanding that 9 (0) is the 
identity map from L(0) to L(0). Look at the composition: 

L ~ , I * L 2 L ~ t * ( t * L ) = L .  

In general, t*~oo~0 must be given by multiplication by a constant c~: 
but if tp(0) is the identity, then t*~oo q~ acts as the identity on L(0), so 
~ 1 .  

Definition. q) is a normalized isomorphism of L and t*L if q~(0)= 
identity. 

Definition. Let q~: L ~ z * L  be the normalized isomorphism. Let x e X  
be a point of order 2. Define e~(x) to be the scalar ct such that q)(x) is 
multiplication by ~ (n.b. since 2 x = 0 ,  L ( - x ) = L ( x ) ) .  

First Properties. 
i) eL, (x) = + 1, eL, (0)= + 1. 

ii) eZ.| (x) = eL. (x) . e ~, (x) . 

iii) If q~: X ~  Y is a homomorphism, and L is a symmetric invertible 
sheaf on Y, then 

e~,'L(x)=eZ.(~o(x)) 
for all x e X  of order 2. 

iv) If A" is dual to X, let 
e 2 : X 2  xX2 ~ {+_+_1} 
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be the canonical pairing. If xeX2,  and c~eJ~ 2 , and if c~ corresponds to an 
invertible sheaf L of order 2 on X, then L is symmetric and 

eL (X) = e2 (x, e).  

Proofs. ii) and iii) are obvious. As for i), note that if q~: L - ~ , t * L  
is the normalized isomorphism, then z*q~o q~ =identity, so for all dosed 
points x e X ,  ~o(-2x)o~0(x)=identity. To prove iv), note that for any 
closed point c~eX corresponding to a sheaf L, - -e  corresponds to t*L. 
Hence c~eil~ 2 implies L-~t*L. Now recall the definition of e 2 (cf. [7], 
pp. 188-189):  let qo be an isomorphism 

(2,5)* L. ' Ox. 

Then if a is the canonical isomorphism, the following diagram commutes 
up to a factor e:(x, e): 

(2,5)* L - -  ~' , o x 

T*(2,5)* L rx~';T*(ox). 

In particular, let y e X  be such that 2y =x.  Then looking at this diagram 
at the point y we see that q~(y) and (p ( -y )  are maps from 

L ( x ) = L (  +_-2 y)~-(26) * L(  +_y) ~ Ox( + y) 

k ,  

which differ from each other by e2(x, ~). On the other hand, if ~: 
L-~-~ z*L is the normalized isomorphism, then 

(2,5)* L ~' ~Ox 
( 2 o)* r 

/ 

Y 

t*(26)* L :~ ' l*Ox  

commutes (look at the diagram at 0). Therefore q~(y) and q~(-y)  differ 
by [(26)* O] (Y), i.e., by ~b(x). And 0 (x) is by definition multiplication 
by e,~(x). Q.E.D. 

Proposition 1. Let L be an invertible sheaf on X, and let n: X ~ K x  be 
the projection. Then L is of the form re*M for some invertible sheaf M 
on K x if and only if  L is symmetric and e.L(x)=l for all points x ~ X  of 
order 2. 

Definition. A sheaf L satisfying the conditions of this Proposition 
will be called totally symmetric. 
21" 
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Proof of Proposition. If L~z~*M, then it follows immediately that L 
is symmetric and eL.(x)= 1, all x. Conversely, assume these conditions 
on L and let D be a divisor on X such that L_~ o x (D). Since L is symmetric, 
l -  1 (D) is linearly equivalent to D: say 

Then: 

hence 

t-~(D)---D+(f). 

D=I-'(I-I(D)) 
= l - 1  D +  t - l ( f )  

=t- l  D+(t* f ) ,  

( t ' f )  . f=a, trek*. 
Replacing f by [ /~  . f ,  we may assume l*f=f -1. Applying HILBERT'S 
theorem 90 to the action of the group (I,  t*) on the function field k(X) of 
X, it follows that 

f = z * g ,  g -1 
for some gek(X). Now let 

D ' = D - - ( g ) .  

Then it follows immediately that t -1  ( /9 ' )= D'. Now if we restrict D' to 
the subset X ~" where t acts freely, this implies that D'  = n -  1 (E) for some 
divisor E on Kx ~. But this is not automatic at points x of order 2. However, 
L.~ ox(D') and we have assumed the existence of an isomorphism 

q~: L "~ , z*L 

such that ~0(x) is the identity for all x of order 2. In other words, if 
s,:~L~, is a generator of the stalk of L at x, then ~o(sx) differs from t*(s~) 
by an element of m~. L x (m,  = the  maximal ideal of the local ring at x). 
Replacing L by ox(D'), this means that there is an c~k*  such that iff~ 
is a local equation for D' at a point x of order 2, then 

t*f~--afx (mod f~.  rex). 

I t  is clear that ~ = + 1 or - 1. If ~ = - 1, we replace D'  by D'  + (h), where h 
is an element of k(X) such that t*h = -h ,  so that we may assume ct = + 1. 
Now consider: 

~*f~ .fx 
f:= t*f,,+fx" 

f,~ is still a local equation for D',  and t ' f :  = f : .  Therefore, f~' is a local 
equation at  z(x) on Kx for a divisor E such that z - I E = D  ' at x. In this 
way, we see that there is a globally defined (CARTIER) divisor E on Kx 
such that n-I E=D ', and hence n*(oxx(E))~ox(D')_~L. Q.E.D. 
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Note that if L is any invertible sheaf, then L | t*L is totally symmetric: 
so that there are plenty of very ample totally symmetric sheaves on X. 
A useful remark about totally symmetric sheaves is that if L 1, L 2 are 
algebraically equivalent totally symmetric sheaves, then L~---L2. Put 
in another way, no non-trivial totally symmetric sheaves are algebraically 
equivalent to zero. In fact, let L~ be the sheaf corresponding to the 
closed point ae~ ' .  Then t*L~_L_~, so L is symmetric if and only if 
2c~ =e. Then my assertion follows from property (iv) above. Therefore, 
totally symmetric invertible sheaves are a very convenient class of 
sheaves to work with. In most of the sequel, we shall stick with this type 
of sheaf and the corresponding projective embeddings. 

Following further the ideas in the proof of Proposition 1, we get: 

Proposition 2. Let D be a symmetric divisor, i.e., t - I  (D)=D, and let 
L=ox(D). Then for all points x of order 2: 

eL, (X) = ( -- 1) r" (x)-,, (0) 

where re(y)=multiplicity of D at y, for all closed points y~X. 
Proof. Since D is the difference of 2 symmetric effective divisors, it 

suffices to prove the Proposition when D is itself effective. Now define q~ 
to be the composition: 

L = o x (O) = Ox(t-a (D)) ~- t* [o x(D)] = ~* L. 

I claim that for all points y of order 2 (including 0), q~(y) is multiplication 
by ( - 1 ) m ( ' :  hence ( - 1 )  "(~ ~p is the normalized isomorphism of z*L 
and L and the result follows. To see this, letfy be a local equation of D 
at y. Then t* fr=a .fy where a is a unit in Oy, x. Since /*0~=a -1, and t* 
operates trivially on oy/my, it follows that c t -  + 1 (mod my). On the other 
hand, by definition, % at y, maps the generatorfy of the stalk Ly to the 
generator t*fr of the stalk (t*L)y. Therefore tp(y) is multiplication by 
the scalar ~ mod my. Finally, to compute  9 directly, let m = m (y), so that 

fy  m m + l  m y  - -  m y  . 

The automorphism t acts on my/m~ as multiplication by - 1 ,  hence it 
acts on ,,,m/,- '+l as multiplication by ( - 1 )  ~. Then ct mod my is deter- " " y  l " ' y  
mined by the congruence: 

ct .fy-.--t*fy-(-1)mfr(mod m~+l). Q.E.D. 

The analysis of symmetry in this section has proceeded along quite 
different lines from the study of isomorphisms of L with its translates 
given in the first section. Our next goal is to reinterpret the symmetry 
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condition in general and eL. in particular in group-theoretic terms invol- 
ving fr (actually, involving the groups ff(L ~) also). Now assume that L 
is an ample symmetric sheaf of separable type. 

Definition. Let ~: L ~ ,  t*L be any isomorphism. Then if (x, ~p)~ fq(L), 
consider the composition: 

L - - ~ ,  z*L " ( e ) , I * T * L  
It 

T*:,z*L, rt"g' T*xL.  
Set 

6_ ~ ((x, r  (T-*x ~ ) -  1 o 0 *  ~0) o 0). 

Note that  6_ 1 is independent of the choice of ~. One checks immedi- 
ately that 6_ 1 is a homomorphism from ~ (L) to ~ (L) and that 6_ i o 6_ 1 
is the identity. In fact, 6_ ~ is an automorphism of ~q(L) that fits into the 
diagram: 

0 -.  k* ~ fg (L)  -~H(L) - . 0  

0 -~ k* -~ f9 (L) ~ H (L) ~ O. 

6_ 1 is, then, the reflection of the inverse z in the group qq (L). The notation 
6_ 1 is motivated by the following: 

Definition. If ze  fg(L), and n is any integer, let 
n24.n n2--n 

6.(~)=(z) ~ .  [ 6 _ , ( z ) ]  ~ - 

It is a straightforward calculation to check that 6. is a homomorphism, 
that 6,m =6no 6m and that 6n fits into a diagram: 

0 -~ k* -~ f~(L) ~ H(L) ~ 0 

0 --, k* -~ e ( g )  --, ~ ( L )  -~ 0. 
We omit these calculations. 

An important consequence of the existence of 6_ ~ is that we nearly 
have a canonical section of fg(L) over H(L). In fact, if xeH(L) ,  then 
there will be exactly 2 elements z ~ ( L )  over x such that 

(1) 8-i z = z  -1. 

Starting with any Z o ~ ( L )  over x, it follows that 6-1Zo = a .  zo ~, 
where a ~ k*. The most general element over x is of the form fl  9 z0, fle k *; 
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and 
& l ( f l  Z o ) = f l  2 . a .  ( f l Z o )  - 1  

Hence if fl = a  - i ,  + f t .  z o are the elements over x satisfying formula (1). 
Definition. Let 5r If (x, ~p)eSa(L), then 

~p will be called a symmetric isomorphism of L and T*L. 6_ 1 and e ,  are 
related by: 

Proposition 3. Let L be an ample symmetric invertible sheaf of sepa- 
rable type. Let z~f#(L) lie over a point xeH(L)  of order 2. Then 

6_ 1 (z) = e~ (x). z .  

Proof. Let z=(x, ~o), where cp: L ~ , T * L .  Let ~k: L-~--.I*L be a 
normalized isomorphism. Then 6_ 1 z = (x, (T* tp)- i o (t* ~0) o ~). To com- 
pare q~ and (T* ~) -  1 o (t* q~) o ~k, look at the induced maps that both define 
from L(0) to L(x). In fact, the latter map gives: 

L(0) ~176 ~'(~ 

which differs from q~ (0) by eL, (x) = ~, (x)-  i. Therefore, (T* O) - 1 o (l* r o O 
is the product of ~o by the scalar e ,  L (x). Q.E.D. 

Unfortunately, this Proposition does not allow us to recapture the 
invariant e ,  z from fi_ ~ unless H(L) contains all points of order 2. In fact, 
there is yet another canonical homomorphism whose existence depends 
on the symmetry of L. This involves the relation between fr and 
fr First, however, we define a trivial homomorphism which does 
not require the symmetry of L: 

Definition. Let L be an ample invertible sheaf of separable type, 
and let n be an integer, n > 2  such that char (k)Xn. Let (x, rp)ef~(L). 

Define 
~.(x, e)= (x, ~0 | 

where cp *"  stands for the isomorphism 

induced by rp. 
This defines a homomorphism e, fitting into the diagram: 

0 ,k* >~(L) ........ ,H(L)  ,0 

n-th ] lilacluslo n 
0 ,k* >@(L ~) ~ H ( L  ~) ,0 

**). 

Also note that H(L) and H(L") are related by: 



310 D. MtnC~ORD: 

Proposition 4. If  L is an arbitrary invertible 
variety X, then 

H(L") = {x I nxeH(L)}  
and 

H(L) = n . H(I_7). 

sheaf on an abelian 

Proof. In fact, H(L) and H(L") are the kernels of the homomorphisms: 

A(L): X--*X 

A(L") : X--~X 

mentioned at the beginning of w 1. But 

A (L") = n- A (L) 

(cf. [9], Ch. 6, p. 120). Therefore ker [A(L")] is the set of closed points 
x e X such that n- x e ker [A (L)]: this gives the first statement. Then H(L) 
equals n. H(L ~) since the group of closed points of X is divisible. Q.E.D. 

In contrast to e,, the symmetry of L is involved in the existence of a 
non-trivial canonical homomorphism q,: f~ (L") ~ ff (L) fitting into the 
diagram: 

0 , k* , fr (L") , H (/2) ,0 

0 ,k* , fg(L) ,H(L)  ,0. 

Definition (of ~,). Assume that L is symmetric. Start 
(x, q~)e fr Since L is symmetric, there is an isomorphism 

t~: L "2 " ~ ( n 6 ) * L  

(cf. w 1, (IV)). Consider the diagram: 

L "~ "| , T * / f  

q' T*(n 6" L) 

with z =  

I 
(n 6)* L - - _  _ [ 

- -  ~ (n c5)* T*x L 

By the previous Proposition, nxeH(L) ,  hence there is some isomorphism 
between L and T*xL. Then there is a unique isomorphism p: L "~, T*xL 
such that 

(n6)* p=T*~oq) |  -1 
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i.e,, such that  with (nf)*p along the dotted line, the above diagram 
commutes.  Set 

~.(x, ~o) =(n x, p). 

One checks easily that  t/. is independent  of ~, and is a homomorphism.  
Proposi t ion5.  Let 6": ~ (L)~ f f (L)  and 6~: ~ ( L " ) ~ ( L " )  be the 

homomorphisms defined above. Then 
i) 6"1 o q.=q. o 6"1, 

ii) 6"  1 o ~ . = e . o  6"1 

(hence Ore,for all m, commutes with tl and ~). Moreover, 
iii) 6~ = t/. o e. ,  

iv) 6'.' = e. o q . .  

Proof. (i) and (ii) are verified easily by writing out  the definitions: 
this will be omitted. Also, (iii) follows f rom (iv). Namely,  if we assume 
(iv), then:  

6" o t / .= t/. o 6'.' 
---- ?I. o 8. o q.. 

Since t/. is surjective, (iii) must  hold. Now (iv) is harder :  note  first that  
both  6"  and e. o q. fit in as dot ted lines in the diagram: 

0 , k * , ~r ( e )  , H (L") ,0 

0 ,k* ,if(L") ,H(L)  ,0 .  

Therefore,  there is a homomorph i sm h: H(L")~k* such that  

~.0.(z)) = h(~).  a'.'(z) 
(here ze~(L")  and Z, is the image of z in H(L")). But then: 

h(~).  &' ,(a" z)= a'_' ,[h(~)  9 ~"(z)] 
= a'_'l[~.(,, z)] 
=~ . ( , . ( a" ,  z)) 

---- h (6'_' i Z)" 0'.'(~21 Z) 
=h(--z) .b"_.z  
= h (- i ) -  1. ~,,_ 10' :  z ) ,  

hence h(z-)= _+ 1 for all ze~(L").  In particular,  e.(tl.(z))=6'.'(z) for  all 
z ~ ( L " )  such that  ~ 2 H ( L " ) .  
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Now suppose that we have a separable isogeny: 

f :  Y---* X 

and that we set M = f * L .  If we set t ( M ) *  equal to the subgroup of 
elements z whose image in H(M) is in f -  ~ [H(L)], then as we know 
from w 1, 

t(L)~- (C(M)*/Is 

for some level subgroup/~.  Similarly, i f ( L " ) - t ( M " ) * / K , .  It  is easy to 
checkthat6"_~(t (Mn)*)=t(M")*,e , ( t (M)*)~f f (M")*, t l , ( f f (M")*)~ 
t ( M ) * ,  and that the diagram (s): 

i (M")* ~" , i f (e )  

l (M)* , i ( c )  

commute, (here a, a ,  stand for the canonical maps). Now suppose, for 
z E i (M"), e,(r/, (z)) differs from 6~' (z) by h (z-). Then if z e i (M")*, 

= z ) ) .  z ) - '  

= h 

Therefore, if every element of f - 1  (H(L")) is divisible by two in H(M"), 
it follows that h --- 1 on f -  1 (H(L")), hence h -  1 on H(L"). It is easy to 
make this the case, however: choose X =  Y and f =  2 6 for example. Then 
M ~ L "~, hence 

H(M") = {x 14x e H (/2)} 

f -~[n(12)]={xl2xeH(L")} .  Q.E.D. 

Consider, in particular, qz. This map alone seems to contain all the 
useful canonical data  to be extracted from the symmetry of L. On the 
one hand, forming e a o q2, we obtain 62: i ( L ) ~ i ( L ) .  And since 62(z)= 
z 3  9 6_ ~ (z), we can also reconstruct 6_ ~ and hence all the maps 6,. On 
the other hand, unlike 6_ ~, we can always reconstruct e .  L from q2: 

Proposition 6. Let z e t ( L  2) be an element of order 2 and let x be its 
image in H(La). Then q2(z) is in k* and 



On the Equations Defining Abelian Varieties. I 313 

Proof. Let z=(x ,  9), where tp is an isomorphism 

~o: L 2 " , T* L 2. 
Moreover, let 

p: L---~t*L 

be a normalized isomorphism, and let 

$: L*--~(23)* L 

be an arbitrary isomorphism. Choose a point y e X  such that 2y =x.  
The first step is to consider the 2 maps: 

q)(y),pZ(y): L2(y) ,-, >LZ(_y). 

I claim that ~0(y)= +p2(y). To see this, look at the diagram: 

@ 
P/ ~ T~P2 

T* t*L  2 
l * L ~ / /  

This diagram commutes: look at the induced maps at the origin 

(/~)o 

L(O) 2 --~(*) ,L(x)  2 

~(o)~ 1 1o(~)~ 
L(0)2 ~,(x),L(x)2. 

Since p(0)= 1, and p(x)=eL.(x)= + 1, (fl)o commutes, so (fl) commutes 
also. On the other hand, look at diagram (fl) at the point y. We find that 

L(y) 2 *(Y) ,L(_y)  2 
p2 (y)~ ~02 (__y) 
L ( - y )  2 'P(-Y) , L(y)  2 

commutes. Now since z = (x, 9) has order 2, it follows that T* q~ = ~o-~. 
In particular, q ~ ( - y ) = 9 ( y )  -1. Moreover, since p is normalized, we 
know that l * p = p  -1. In particular, p ( _ y ) = p ( y ) - t .  Putting all this 
together, we conclude: 

p2(y)= ___ q~(y). 
Therefore, p 4 ( y ) = 9 2 ( y  ). 
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What is the definition of t/2 (z)9. According to our recipe, in this case, 
t/2 (z) is the scalar ~ such that the diagram: 

L" ~'* ) T * L  4 

r~*(26)*Z 
(26)* L 

(261" L 
commutes. Therefore, r/2 (z) is the composite map: 

L(x) 
II 

[(2a)* L] (y) o(r)-' ,l~(y) ,o(,)2 , I ~ ( - y )  r L3 ( - y )  
II 

L(x) ,  
(i.e., identifying the scalar th(z ) with multiplication by this scalar). By 
our first result, it follows that 

~ 2 ( z ) = 0 ( - y )  o p(y)" o r  1. 
Thirdly, consider the diagram: 

L4. p4 >z*L 4 
~*# / 

,t,/ t* (2,5)* L 
I 

(26)*L 
~2---';~.0-';--~ (20 ! ,*L 

This diagram commutes: look at the induced maps at the origin 
L(0)* p(0), ,L(0)4 

~(o) 1 I~(o) 
L(O) ~(o),s 

Since p ( 0 ) - I ,  this induced diagram commutes, hence so does the full 
diagram of sheaves on X. Now look at the full diagram at the point y. 
We find that 

p (x) = [(2 6)* p] (y) = ~k( - y) o p (y)4 o ~k (y)-  1. 

But, by definition, p(x)=eL(x); while we just  proved that ~b(-y)o  
p ( y ) % r  Q.E.D. 

Corollary 1. Let L be a symmetric invertible sheaf on an abelian 
variety X, and let X 2 denote the group of points of order 2 on X. Then eL, 



On the Equations Defining Abelian Varieties. I 315 

is a quadratic function from Xz to ( +_ 1 } whose associated bilinear form is 
e tL2) (this is defined on X z • X z since X2 c H(L2)). In other words: 

eL, (x + y) = eL, (x) . eL (y) . e tL2) (x, y) . 

Proof. Let z, w be elements of (r 2) over x, y respectively such that 
z 2 = w 2 = 1. Then 

(z .  w y = z -  w. z .  w 
= Z . W . Z - I . w  -1 

= e (L~)(x, y) .  

Let fl be a square root  of e~L:)(x,y) in k*. Then f l -1 .  z .  w is an element 
of order 2 in fr 2) over x+y .  Therefore 

eL (X + y)-  eL. ( x ) - 2  eL (y)-2 

= n2 (/~- 1. z -  w)-  ~/, ( z ) -  t .  n2 (w)-  t 
= n 2 ( # ) - 1  

=e~L2)(x, y).  Q.E.D. 

Note that all these members (except fi) are _ I. This is the reason 
why the pairing e ~z2), which is always skew-symmetric, is also symmetric 
on X 2 • Xz and hence possible as the associated bilinear form to a 
quadratic form. 

Corollary 2. Let L be a symmetric invertible sheaf on an abelian 
variety X. Then L is totally symmetric if and only if  

ker 0/z) = {z ~ ~ ( L  2) [ z 2 = 1}. 
Proof. Immediate. 
Corollary 3. Let D be a symmetric divisor on an abetian variety X of  

dimension r. Let  Z+ be the set of points of  order 2 at which D has even 
multiplicity, and let Z_ be the set where D has odd multiplicity. Then either 

case i) #e(2~+)=22"-~-1(2~+1), 
~ (27_) =22"-~- 1 (2 ~_ 1)for some integer s, O<s<_r. 

case ii) Same as case i) with Z+, Z_ reversed. 
case iii) #e(Z+)= ~ ( Z - ) = 2  z~-l.  
Proof. This follows from Prop. 2 of this section, Cor. 1, and the 

elementary theory of quadratic forms over the field with 2 elements. 
Corollary 4. Let L be a totally symmetric ample invertible sheaf of 

separable type 6. Then H(L) contains all points of  order 2 on X, hence if  
6 =(dl  . . . . .  d,), then r =dim X and all d~ are even. 
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Proof. If L is of type 6 = ( d  1 . . . . .  d,), then r__<dim X since H(tS) is 
isomorphic to a subgroup of X. Suppose you add some extra d's equal 
to 1 to make a total of dim X of them. Then by Proposition 4 and the 
known structure of the group of points on X of finite order, L 2 is of 
type 26. But if L is totally symmetric, then e (z2)=- 1 on points of order 2. 
Since e (/:) is non-degenerate on H(L2), this means that every point of 
order 2 is twice a point of order 4 in H(L2). Therefore H(L  2) contains 
the whole group X 4 of points of order 4 on X; hence H(L) contains X 2 . 
Q.E.D. 

The last point that I want to deal with in this section is to give a 
normal form to the pair of groups f#(L), ff(L 2) and the maps between 
them. 

Definition. Let 6 =(dl ,  d2, . . . ,  dk) be a set of elementary divisors: 
i.e., d~eZ, d~+l Ida, d~> 1. (N.b., we allow some l's at the end.) Then 26 
is the sequence of divisors (2dl, 2d2, ..., 2dk). We shall always regard 
K(6)=~Z/d~Z as a subgroup of K(26)=@Z/2djZ under the map 
(al . . . . .  ak)~(2al ,  ..., 2ak). Then the dual K(6) is naturally a quotient 
of K(2~). If leK(2J"fi), then t will denote its natural image in K(6). How- 
ever, if leK(6), then there is a unique l ' eK(26)  such that 

r (x) = l (2 x) 

for all xeK(26) .  This defines an injection of K(6) into K(26) that we 
denote 2. ,  i.e., we set 

l ' = 2 . l .  

Definition. E2: ~ (6) ~ f# (2 6) is the map 

E~ ((~, x, 1)) = (~2, x, 2 . 1 ) .  

Definition. D, : fg ( 6) ~ ff ( 6) is the map 

l ) ) - - -  (~ , n x ,  n l ) .  D n ((o~, x ,  n2 

Definition.//2: f f (26)~fg(6)  is the map 

H2 ((e, x, l)) = (c~ 2, 2x, 7). 

One checks immediately that E2 , / / 2  and D, are all homomorphisms. 
Note also that 

E 2 o H 2 = D 2  for ff(26) 
H2oE2=D 2 for if(6) 

/12+/1 II2 --/I 

D.(z)=z'--r--.D_l(z) 2 , all zerO(6) 

just as was the case with 8, q and 6. 
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Definition. Let L be a totally symmetric ample invertible sheaf of 
separable type 6. A 0-structure 

f: f # ( L ) N  if(b) 

will be called symmetric if fo6_l=D_lo f. A pair of 0-structures f l  
for L and f2 for L 2 will be called a symmetric O-structure for (L, L 2) or a 
compatible pair of symmetric 0-structures if 

f2~ ~ fl 
florl2=Hzof2. 

An isomorphism ,., g: H(L) >H(fi) 

will be called symplectic if, for all Zl, zz~H(L), g(z~)=(x~, Ix), g(z2)= 
(x2, 12), then e ~L)(zl, z2) = 12 (xl)- ll (x2)- 1. 

Note that if f :  ff(L)~fg(fi) is any 8-structure, then the induced iso- 
morphism of H(L) and H(fi) is symplectic (check commutators !). Sum- 
marizing the situation so far, we can draw up a chart of the possible 
"markings" with which we can endow L, L 2 and L 4. The solid arrows 
indicate that a structure of one type automatically induces one of the 
other. (Ignore dotted arrows.) 

fsymplectic ]4 
~.]isomorphism 

,: [Of H(L4), H(4(5)J 
symmetric ] 1 [symmetric ] 2 / /  -~ 
O-structure/~_~-~__ q/O-structure/~ . | 
forL,  LZ ] [ forL 2 J~N,N 

/X, N X [symplectic IS 
X ~isomorphism 

/z~'(~ H(e), H(26)] 
3 / fsymmetric ~ / --V 

xa {O-structurel. ~ | 

symplectic 6 
X'x~/isomorphism / 

for H(L), H(6)] 
Remark 1. Actually, every symmetric 8-structure for L 2 extends to a 

symmetric 8-structure for L, L 2. Thus the arrow from box 1 to box 2 
is a bijection. 
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Proof. Let f2:  ~(L2)'~(26) be the given structure for L 2. Via 
~/2, fr is identified with the quotient of fr 2) by its points of order 2 
[Corollary 2 to Prop. 6]. Since all the di are even, f9(6) is identified with 
the quotient of f9(26) by its points of order 2 via H 2. Therefore, f2 
induces a unique isomorphismf 1 of these quotients, i.e., 

f i :  if(L) N >if(b) 

such that H2of2=floth. To check that f2oe2=E2Ofl, it suffices to 
consider this for elements of the form q2 (z). But then 

=f2(z 3 . 6 _ , ( z ) )  
=f2 (z) 3. D_, If2 (z)] 
= D2 f2 (z) 

=Ez(fl(tlz(z)) ). Q.E.D. 
Remark 2. Every symplectic isomorphism g: H(L)">H(6) is in- 

duced by a symmetric 0-structure on L: i.e., the arrow from box 3 to 
box 6 is surjective [also that from box 2 to box 5]. 

Proof. We saw in w 1 that every symplectic isomorphism is induced 
from some 0-structure: i.e., let K.l=g-l[K(6)],ff(2=g-l[K(6)]; lift 
K1, K2 to level subgroups K1, K2 c fr construct f :  f# (L) ~ f# (6) by 
mapping K1 into the points (1, x, 0), /s into the points (1, 0, l) and 
extending multiplicatively. 

The problem is to alter f to make it symmetric without altering the 
induced map g. For all a ~ H o m  [H(6), k*], define the automorphism 
F~ of f~ (6) by: 

Fr ((a, x , / ) )= (~ ,  o'(x, l), x, l). 

Then we seek a such that F,,of is symmetric. Let D* 1 = fo  6_ 1 ~  -1- 
Then D*I is an automorphism of f~(6) of order 2, the identity on k*, 
and - 1 on H(6). Therefore it is of the form: 

D * I  ((a, x, l)) =(~- x(x, l), - x ,  - l) 

where  9 is a homomorphism. If we replace f by Fo of, D* 1 is replaced 
by Fr o D* 1 o Fr Hence we must choose a such that 

T(x, l)=a(x, l) 2 

all (x, l)eH(6). This can be done if z = l  on points of order 2; i.e., 
D* 1 (z)=z  for all z of order 2. This follows from Prop. 3 since L is 
totally symmetric. 
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Remark 3. Given a symplectic isomorphism g2: H(L2) ~ '  H(26), 
there is a unique symmetric 0-structure f l  : (r ~ > i f ( f )  such that both 
come from some common symmetric 0-structure on L 2, i.e., there is a 
unique dotted arrow from box 5 to box 3 giving us a commutative 
diagram [similarly there is a natural arrow from box 4 to box 2]. 

Proof. Lift g2 to a symmetric f2: <if(L2) ~)f f (26) .  f2 then in- 
duces an f l  as in Remark 1. I f f~  also lifts g2, thenf~=F,~ where 
tre Horn [K(26), k*]. Since f2 and f~ are symmetric, F,  o D_ 1 = D_ i o F#. 
This implies that tr(z)=_+l,  for all zeK(26).  Therefore H2(f2(z))= 
H2(f~(z)) for all zEf#(26). Therefore f2 and f~ induce the same f i -  
Q.E.D. 

We need one computation here: 
Given 

g2: 

Al: 

A2: 
Assume 

Then: 

H(L  2) ~ H(26) symplectic 

K ( 2 6 ) ~ p t s  of  order 2 in K(26) 

K ( 2 6 ) ~ p t s  of order 2 in K(26) .  

Axx(y)=Aly(x ), all x, yeK(26), 

l(A2m)=m(A21), all l, meK(26). 

[1 (o 
g 2  ---- + o g 2  

2 

is also a symplectic isomorphism. 
Under the correspondence of Remark 3, let g2~-)fl,g'E~-~f[ where 

f l ,  f[ are symmetric 0-structures on L. Then f~=F#ofl, where 
aeHom(K(6) ,  k*) is given by: 

o((2x, 1 ) )=Aix(x) .  l(A21), all (x , l )~K(26) .  

This is a tedious but straightforward verification. With it we can prove: 
Remark 4. Every symmetric 9-structure for L is induced by a sym- 

plectic isomorphism of H(L2), H(26);  thus all arrows in our diagram 
are surjective. 

Proof. Let f l  : ff (L) ~ > (a (6) be the symmetric 0-structure. f l  induces 
a symplectic gl : H ( L ) ~ ,  H(6), which lifts to a symplectic g2: H(L2) -2--' 
H(26). As in remark 3, g2 induces a symmetric f [ :  f#(L)~(9(6). Then 
f~=F, ofl for some aeHom(K(6), k*). Since f l  and f~ are both sym- 
metric, F ,  and D_ 1 commute, hence Im (a)c{___ 1}. But then using the 
22 Invent. math., Bd. I 
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computation we have just made, it follows that we can "correct"  g2, 
not altering its values on H(L), so that f ;  is changed to f l .  Q.E.D. 

In conclusion, a symmetric 8-structure on X can be considered as 
something intermediate between a labeling of all the points in H(L2), or 
of only the points in H(L). Moreover, we have proven: 

Proposition 7. Every symmetric 8-structure f l on L can be extended 
to a symmetric 8-structure ( f  l , f  a) on (L, L2). In particular, for any X, L 
as above, the pair of groups &(L), &(L 2) and the pairs of maps e2, th is 
isomorphic to ~(6), f~(26), E2, H 2. 

w 3. The Addition Formula 
The most important  application of the last theorem of w 1 is to give 

an explicit description of the group law on an abelian variety X in terms 
of its canonical projective embedding. To express the group law algebra- 
icaUy, the first idea one might have would be to make the homogeneous 
coordinate ring: 

oo 

R =  ~) F(X, L n) 
n = O  

into a Hopf algebra, (here L is a very ample invertible sheaf on X). Thus 
i f / l :  X x  X ~ X  is the group law, R would be a Hopf  algebra i f /~*L~  
p~L|  However #* (L) i s  not  isomorphic on X x X  to p~L|  
or to any other sheaf on Xx  X which is directly built up out of L by 
means of the projections of X x  X onto X. So while #* induces a map 
from F(X,L)  to F ( X x X , # * L ) ,  F ( X x X , # * L )  cannot be directly 
related back with F(X, L). What we can do, however, is to describe the 
isogeny: 

~: X x X - - * X x X  

such that ~(x, y )=(x+y ,  x - y ) ,  for all closed points x ,y  in X. In fact, 
concerning ~ we have: 

Proposition 1. Let l: X ~ X  be the inverse morphism on X. Then for  
all invertible sheaves L on X such that t* L ~ L ,  if M is the invertible sheaf 
p*L |  on X x  X, then: 

~*(M)~-M z. 

Proof. By the see-saw principle, it suffices to check that ~*(M) and 
M 2 are isomorphic when restricted to the sub-schemes Xx{a}  and 
{e} • X of X x  X, for all dosed points a e X  (here e is the identity point 
on X). Let 

s~O: X - - ~ X x X ,  i = 1 , 2 ,  a e X k  
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be the morphisms such that s~l)(x)=(x, a), ~2~(x) =(a,  x) for all closed 
points x~X. Then: 

(0 * 2 (t) * * 2 * 2 (so) (M)=(s~ ) (p~L | 
=(Pl  o s~O) * L 2 | (P2 o s(~0) * L 2. 

Sincep, o ~')=identity on 2", and if i~ej, thenpjos~ 0 maps X to the point 
a, we find: 

(s~O) * (M 2) ~ L 2 . 
On the other hand: 

(~'~)* 4*(M)=(s~ I~)* r174 p~ L) 
----[p, 0 r174 [p2 0 r o s~2)]* L 

= T * L |  T*._,L 

~L  2. 
(The last isomorphism comes from the theorem of the square.) FinalIy: 

(s~2)) * ~*(M)=(s~2)) * ~*(p~ L | p~ L) 

= [Px o r o s~ 2)] * L | [P2 o r o S(e 2)] * L 

= L |  

~L  2. 
Therefore ~* M and M z have isomorphic restrictions on all the required 
subschemes, hence are isomorphic. Q.E.D. 

Now, by the Kiinneth formula: 

r ( X  x X, Mg~- F(X,L ") | F(X,E) .  

Therefore, ~ induces a map ~: 

F(X ,L ) |  ~ F ( X x X ,  M) 
K0,nneth [,~, 

r(x• 

r ( x x x ,  M ~1 ~ r(x ,L~) |  
Kllnneth 

Moreover, if L is very ample on X, then M is very ample on X x  X and 
this map ~0 is sufficient to determine the morphism ~. We want to apply 
22* 
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Theorem 4 of w 1 to determine ~0, and hence, in terms of canonical bases 
of F(X, L) and F(X, L2), to give a canonical matrix representing ~0 
(independent of the moduli of X!). Unfortunately, we have to make a 
fundamental restriction at this point: 

Proposition. If dim X=g, deg (~)=22g; ~ is separable if and only if 
char (k) 4= 2. 

Proof. It is convenient to use the language of schemes to prove this: 
let z=(x~, x2) be an R-valued point of X x  X, for some k-algebra R. 
Then z is in the kernel of ~ if and only if x~ +x2 ---xt - x 2  =e:  i.e., xl =x2 
and 2xt  =e.  Therefore the map taking z to x~ defines an isomorphism of 
the kernel of ~ with the kernel of 

26: X-+ X 

(multiplication by 2). But in general the degree of k6 (multiplication 
by k) is k 2 g, hence deg (4) --22 g. If char (k)4= 2, then ~ is clearly separable. 
If char (k)--2, then it is well known that 26 is not separable, hence its 
kernel is not reduced, hence the kernel of ~ is not reduced, hence ~ is not 
separable. Q.E.D. 

From now on, we assume char (k)4= 2. Then if L is ample of separable 
type, so are L 2, M, and M 2 and the theory of w 1 is applicable. 

Assume moreover that L is actually totally symmetric: hence so are 
L 2, M, and M 2. Now choose a symmetric g-structure on (L, L 2) i.e., 
isomorphism f l: ~ ( L ) ~ , f ~ ( 6 ) a n d  f2: fr 2) ~ > ~ ( 2 6 ) a s  in Pro- 
position 7 of w 2. Recall that we showed in w 1 that these isomorphisms 
induce isomorphisms: 

~ ~vector space of k-valued~ 
ill: F(X,L) ,V(6) =[funct ions on K(~) J 

T , , ~  ~vector space of k-valued~ 
f12: F(X, L2) ' vkz~  on K(26) f 

unique up to scalar multiples. Choose some pair of fl's. How about 
F(X, M) and F(X, M2)? fll and f12 immediately induce: 

F(X x X, M) _~ F(X, L) | F(X, L) 

ffcns, on)  (fcns. on )  ~  fcns. on } 
= [ r ( 6 )  • g (6) 
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and similarly 
~functions on 

F ( X  x X,  M 2) "~ (K(25) x K(2cS)J" 

Actually, these maps are of the same type as t :  i.e., they put the usual 
group action in standard form. Note: 

Lemma 1. Let X and Y be abelian varieties, and let L, M be ample 
invertible sheaves of separable type on X and II. Then 

f# (p* L | p* M ) -  f# (L) x f# (M)/{(a, c~- ~)le e k*}. 

Proof. Just note how this isomorphism is set up. Given x e H ( L ) ,  
y e l l ( M )  and 

q): L " , T ~ * L ,  ~b: M " ~ , T * M ,  
we obtain 

p*tp| p * L |  " * * , T(.,,) [Pt L | p* M] .  

The lemma is now readily checked. Q.E.D. 
Now returning to our original set-up, it follows from the lemma that 

the isomorphism 
A 

f l  : ~(L) "~, f#(~5) = {(~, x, l)]0t e k*, x e K(5), I e K(5))  

induces an isomorphism: 
A 

ft(z): f~(M) "" ,~9(5)(2)={(ct, x x , x z , l l , / z ) l ~ e k * , x i e K ( 5 ) , l i e K ( 5 ) } .  

Here the multiplication in f9(6) (2) is given by: 

(c~, xl, x2,11,/2)" (e', xl, x~, Ii, l;) 

=(c~ . ~'. li(Xl) " l i (x2) ,x t  + x l ,x2  + x l ,  11 + ll, 12 + ll) .  

Now let f9(6) (2) act on the vector space of k-valued functions on K(5) x 
K(5) - call this vector space V(5) (2) - as follows: 

z = (~, xl, x2,11,12) e ~(5) (2), f e  V(5) (2), 

(U J )  (u i, uz)=e  lt(ut) 12(u2) f ( u l  + xi ,  u2 + x2). 

Then flq2) is determined, up to scalar multiples, by the readily verified 
property: 

0 = s) ,  

for all zerO(M), s e F ( X x  X, M).  
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Now 4" defines the map flt22)o ~0 o fl(t2) - 1 : 

2)_ffcns. on ) ~ V(b~ ( ~ > F(X • X,M) 
" - [ K ( 6 ) x K ( ~ ) J  # t" - '  Ir 

+ 
r ( x  x X, 4" M) 

,~fcns. on 
F(X • X ,M 2) ~ ,  [K(26) • K ( 2 O J  

= V(20(2). 
Call this transformation ~. 
Fundamental Addition Formula. There is a scalar 2, such that for all 

f ~  V(6) (2) 
(f~f)(x,y)= ~ 0 if x+y~K(6) 

2 . f ( x + y , x - y )  if x+yeK(6) 
for all x, yaK(26).  

Remark. By suitably normalizing our maps fl, we can always assume 
2 = 1. In what follows, I will always assume that this has been done. 

Proof. This formula is a special case of the general formula given in 
Theorem 4, w 1. To see this, let 

fg(M2). = { subgroup of (~(M 2) of elements lying 
over points of X x X in ~- t [H(M)] 

and l e t / ( ~  f~(M 2) be the descent data associated to ~. Then we have 
the canonical map (cf. w 1): 

z: ~(M2)* ~ ,~ (M) .  

First of all, ~(M2) * goes over via our 0-structure to the subgroup of 
(2 6) c2): 

.~ (2 6)* = {(~t, x 1, I x~ e K (2 6), x t + x 2 E K (6)) 
x2'11'12) 1,~KJ~6),11+12=2,1 

for some le  K(6) 

In fact, we are given an isomorphism: 

X x X  
U A / ~ . .  

H(M2)~K(26) x K(26) x K(26) x K(26).  
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and ~ maps the point (xl, xz, Is, 12) in the latter group to ( x l+x  2, 
x l - x 2 ,  ll+12, It-12). Then (~,xl, xz, l 1, 12) is in the group corre- 
sponding to fq(M2) * if and only if (x l+xz ,  x t - x 2 , l l + 1 2 , l l - 1 2 )  
corresponds to a point of H(M). But this is the same as asking that 
Xt + x 2 e 2 K ( 2 6 )  [then x ~ - x z  is automatically also in 2K(26)] and that 
ls +/2 e 2 K(26), But 2 K(26) = K(cS) under our identifications, and 2 K(2 c5) 
is the group of homomorphisms 2 . / ,  IeK(6). 

Now let T be the homomorphism defined by the diagram: 

fq(M2) * ~ ,  ~ fq(26)* 

i 
v 

S~ 
The key fact is contained in the following lemma, (which uses the crucial 
symmetry assumption): 

Lemma 2. 
T((~z, x l, x2,11,/2)) = (~, xl + x2, xl - x2, l, k) 

11+12=2,1,11-I2=2.k  for l, keK(6) .  
When this is proven, our formula comes directly from Theorem 4, 

w 1. In fact , /~ must go over via our ~-structure to ker (T), and this, by 
the lemma, equals 

(( l ,x ,x , l , l )12x=0,2l=O}.  

Thus, in the notation of Theorem 4, 

is given by 

Kt  = {(x, x)eK(26) x K(26) 12x=0},  

K~= {(x, y) eK(26)  x K ( 2 6 ) [ x + y e K ( 6 ) }  

a: K'~/K1 N ,K(fi)xK(6) 

a ( ( x , y ) )=(x+y , x - y ) ,  

Then lemma 2 proves that the diagram in Theorem 4 commutes, and our 
formula can be read off. 

Proof of lemma. T is obviously the identity on k*, so in order to 
check the lemma, it will suffice to verify it for elements of the form 
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(1, x, x,/, l) and of the form (1, x, - x , / ,  - l ) .  Namely, if xl, xzeK(26) 
and xl+x2eK(6)=2K(26), then there are elements y, zeK(26) such 
that xl=y+z,  x2=y-z ;  similarly with t1, l z. Therefore 03(26)* is 
generated by k* and by elements of the above form. 

For elements of the form (1, x, x,/,  l), consider the diagram: 

X 2~ )X 
.L,, 

X x X  r >XxX 

where A(x)=(x, x) is the diagonal, and sl(x)=(x, 0) for dosed points 
xeX. Correspondingly, one has the commutative diagram of sheaf 
morphisms  9 

L4~(2~)*L< (z~)* L 

A* M 2 s~' M ?. 
M2"~* M~ ~* M. 

On the level of H's, this gives maps between subgroups as written out 
here: 

H(L 4) H(L) 
"% \ \  

H(L 2) 2~ ,H(L) 

{(x, x)[x ell(L2)} r )H(L) x {0} 

Pulling these subgroups back to the 03"s, and denoting by n the projection 
of each 03 onto its H, we get the diagram: 

if(L') 03(L) 
,% ,,\ 
rc-,(n(Lz)) ro ,03(L) 

03(M2) ~ l ~" ~(M) f1 ~ , ~  

~-'({x, xlxen(L~)}) ~, ,~-'(H(L)• 
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Here the tildas indicate homomorphisms naturally induced by the 
corresponding homomorphism of abelian varieties. ~ is nothing but the 
restriction of z to the subgroup written out above - which corresponds 
in ~9(2fi)* to the group of elements (a, x, x, l, l): Therefore this diagram 
is just suited to determine , ,  or T, on this particular subgroup. 

Now start with an element z =(x,  ~p)e fg(LE). Then 

p~q~| * M z " * 2 p2q~: ~ T(~,x) M 

is an element of ~ ( M  2) in the subgroup rt-~({x, x l x ~ H ( L 2 ) } ) .  But this 
isomorphism restricts on the diagonal to the isomorphism 

r M 4 ..~ ~ T ,  M 4. 
And therefore 

((x, x), p~ ~ | p~ ~)=A [(x, ~b]. 
Moreover, if 

t~: L "" , T ~ x L  

is the isomorphism such that (2c5)*~k =q~2, then 

(2x, ~ ) = 2 6  [(x, q~2)]. 

But then, referring back to the definition of t/2 , this means that 

(2x, ~k) = t/z [(x, r 

Putting all this together we get a commutative diagram: 

~ ( L  z) "~ ,f#(L) 

~(M2) * ",f#(M) 

where ~z[(x ,q~)]=((x ,x) ,p*q~|  Now go over to the standard 
groups fq(fi), ~(2~), etc. by means of our symmetric system of isomor- 
phisms. We get a diagram: 

fr ,, .2 ,~(a)  

~(2,D* r ,~(~)c2) 
One checks immediately that 

A [(a, x,/)3 = (a2, x, x, l, l) 
and that 

S [(~, x , / ) ]  = (a, x, 0, l, 0). 
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Therefore, we calculate: 

T [(1, x, x, l, l)] = S [H2 [(1, x, /)]]  

=(1, 2x,0,1, 0) 

and since 2 ,2  =2/,  this is the asserted formula. 
The proof of the lemma for elements of the form (1, x, - x ,  l, -1 )  is 

very similar, only based on the diagram: 

X 2~ ~X 

X x X  ~ ~ X x X  

where A'(x)=(x,-x) ,  and sz(x)=(O,x) for closed points xeX. This 
part of the proof is omitted. Q.E.D. 

This marvelously simple formula is the basis of the whole theory 
which follows. The most striking thing about it is that, as promised, it 
does not involve the moduli of X itself - i.e., it shows, in some sense, 
that the same addition formula is valid for all abelian varieties. This is 
something of a cheat, however, as we have only given the map q~ induced 
by ~ from F(X, L) | F(X, L)~F(X,  L 2) | F(X, L2). To have the whole 
story, we need also the canonical map 

r ( x ,  L) | F(X, L) ~ F(X, L 2) 

given by tensoring a pair of sections. For L sufficiently ample, this will 
be surjective and hence the addition formula can be written entirely in 
terms of the one vector space F(X, L), i.e., in terms of the homogeneous 
coordinates in one canonical projective embedding. However, the 
remarkable fact is that this second map is a special case of the first, so 
that we can pull ourselves up by our bootstraps. In fact, consider the 
diagram: 

X 

l x'*x 

Sl  x\• 
"x 

X• 

where A (x) = (x, x), st (x)= (x, 0) for closed points x EX. Then s* M 2 ~ L  2 
canonically, and if t, t' are two sections of L, 

s,* t | r)]  = t | r r (x ,  L2). 
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Passing over to the representation of these sections by functions on K's, 
this gives the diagram: 

v o )  x v(,D -1 
V(6) (2) o ~ V(25)(2) 

v(2~) 
where $1 is obtained by carrying over s*, and m takes the pair of func- 
t ionsf,  f '  into the function g of two variables 

g(x, y) =f(x)-  f '  (y). 

The composition is the "multiplication" of sections of L:  
Definition. If t, t' e r (x ,  L) a n d f = f l l  (t) , f '  =fl~(t'), then let 

f . f '= f l 2 ( t  | t'). 
What is $1 ? It can be given explicitly if we introduce the null-value 
function qL2 as in w 1. Choose an isomorphism 2(o2): L(0) 2 " , k  - 
actually we already did this implicitly when we identified s* M 2 with L 2. 
Then there is a natural "evaluation" of sections at 0: 

t ~, 2(0 2) [t (0)], t e F (X, L2). 

In terms of the isomorphism fi2, this gives a unique function qL* on 
K(25) such that: 

2(o 2)[t(0)]= Z f12 t(z).qL~(z). 
z ~ K  (2~i) 

Now then, say p* t |  t '  is a given section of M z. Then 

s~ [p~ t | p* c ]  = ~g)I t ' (0) ] .  t 

(if the identification of s*M 2 with L 2 is chosen properly - otherwise a 
constant must be put in). In terms of the V's, this means 

[St(g)](x)=[ ~., f ' (y ) .qz , (y )] . f (x )  
if r~x(2~) 

g (x, y) = f ( x )   9 f '  (y) e v (2 6) ( 2 ~. 

Since Sl is linear, this means that for any gz V(26) ~ 

[Si(g)](x)= ~ g(x,y).qL~(y). 

Putting this and the addition formula together, we conclude: 
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Multiplication Formula. If f , f '  ~ V(6), then 

( f , f ' ) ( x )=  ~ f (x+y) . f ' ( x -y ) .qL2(y  ) for all x~K(2O). 
yex+K(~) 

Another application of the fundamental addition formula is to the 
duplication and inverse formulas. To obtain the first, we choose sym- 
metric 0-structures now on L, L 2 attd L 4 such that those for the pair 
(L, L z) and for the pair (L 2, L 4) are compatible. Then we obtain 3 iso- 
morphisms: 

Pl: F(X,L) ~,V(6) 
flz: F(X, LZ)--'~-+V(26) 
&: F(X,L 4) '~,V(46). 

The endomorphism 26: X---,X then gives the diagram: 

r(x, L) <2~',r(x,(2~)* L)~-r(x, L') 

V(6) . . . . . . . . . . . . . .  --~ V(46). 

Let the dotted arrow be denoted [2]: this is the duplication homomor- 
phism. Then the result is: 

Duplication Formula. I f f~  V(6), then 

([2] f ) ( x ) = 0  if xCK(26) 
=f(Zx) if x~K(26) 

for all x~K(46). 

Proof. We use the fact that ~o~=26x26 .  This implies that if 
f l , f2  e V(6), and if f l  @f2 is the induced function in V(6) (2), then 

(2(Q f ,  |  [2] f l  | [2] f2. 
In other words, 

(12 (I2f~ | (x, y) = [23 f l  (x). [23 f2(Y) 

for all x, yeK(46). (Here the first f2 is for the map ~*: M 2 ~ M  4, and 
the second f2 is for the map ~*: M~M2.) Substituting the addition 
formula, the duplication formula follows immediately (at least up to +_ 1 : 
but this disappears if we correctly normalize the fl's). Q.E.D. 

The second formula requires only a symmetric 0-structure on L, 
hence 

~,: r (X,L)~,V(6) .  
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Using t, we get a diagram 
via  

normalized 
isomorph ism 

F(X, L) '* ,F(X, t* L) "~ F(X, L) 

v(~) , v (~) .  

Let the dotted arrow be denoted [ -  1 ]. The result is: 

Inverse Formula. If fE  V(~), then 

(E-1]f)(x)=f(-x) ,  for all xeK(~5). 

Proof. Up to a constant, the result is quite easy: we use the fact that 
z =P2 o ~ o s2, while 1 x =Pl  o r o s2. Therefore, if s, t e F (X, L) 

* r [p*s | | ,*t. S 2  

In terms of functions, if f , f '  ~ V(6), and g(x, y) = f (x )   9 f '  (y) then 

( f ,E-1] f ' ) (x)= ~,, (12g)(y,x).qL2(y). 
ycK(26) 

This gives the formula immediately. To get the correct constant (this 
is meaningful in this case because we are dealing with an automorphism 
of F(X, L)), note first that [ -  1]o [ -  1] =identity. Therefore the true 
formula is either ( [ - 1 I f ) ( x ) = f ( - x )  or - f ( - x ) .  Since we have used 
a normalized isomorphism of l*L and L to define [ -  1], it follows that 

~, (1-- 1] f)(x),  qL(x)= E f(x). qL(X). 
x e K (~) x e g (~)  

In other words, qL(x) is an even function in the first case, and an odd 
function in the second case. But look at formula (A) below: it is invariant 
when you interchange u, v and replace x, y by x, -y. Therefore qL is even 
and our formula is correct. Q.E,D. 

To conclude this section, we want to show what restrictions these 
formulas place on the null-functions q, and particularly how RIEMANN'S 
theta-relation can be deduced. One word of caution: this relation will 
not be exactly the same as in the classical case, because our q's are not 
the same as the usual theta-null values. But it can be shown that they are 
related by a non-singular linear transformation with roots of unity as 
coefficients: so the formulas are trivial modifications of each other. As 
before, we start by choosing an isomorphism 

2o: L(0) N ,k .  
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This induces 
2(o2): / - , 2 ( 0 ) " , k  

and 
2(o4): L ' ( O ) N , k  

(2r 2) may as well be the same as the map we used before). Then sections 
of L, L 2, L 4 have "values" at 0 and we define the q's via: 

2o[t(O)]= E fltt(z)'qL(z), teF(X,L) 
z E g ( ~ )  

2(o2)[t(0)] = E fl2t(z) 'qL2(Z), t~F(X,L 2) 
z~K(2t$) 

2~o4)[t(0)] = E flat(z)'qL'(z) , t e F ( X ,  L4)  9 
zeK(4J)  

Also, ,l o induces 
/~(oi): Ml(0 ) N ,k ,  i = 1 , 2 , 4 ,  

and one checks immediately that: 

/~toO It(O)] = E fl~2)t(X, y). qL,(X), qL'(Y) 
x , y ~ K ( ~ )  

for all teF(XxX, M~), i=l, 2 or 4 [i.e., check it first for t of the form 
pit1 | and then use the linearity of both sides]. But there is a 
constant ~ such that 

#o [r t (o)]  = , ,  1)(t(o)) 
all teF(XxX,  M). And if 4" is replaced by r -1  9 ~*, we may as well 
assume ~ = 1. This means that f o r f ~  V(6) (2), 

~, f(x, y). qZ(x), qL(y) = ~. af(x, y). qL2(X)" qr2(y). 
:~,y~ K (~) x, y e K  (2~) 

Substituting our addition formula into this, and using the fact that this 
is true for any)', we conclude immediately: 

(A) qL(X)" qL(y) = ~ qL2(U)" qL2(V). 
u, v e K ( 2 6 )  

such  that 
U + O = X  
U - - V = y  

Now recall that according to Cor. 4, Prop. 6, w 2, 

= It (L )=n  (Le)= I-I (L 4) 

where X 2 is the group of points of order 2 on X. Therefore, the 2-torsion 
subgroups of K(6), K(2c$), and K(46) are equal: call this common sub- 
group Z2. Then (A) can be re-written: 
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(A') For all u, v~K(26) such that u+wK(6), 
qr.(u+v), qL(U--V)= ~. qL2(U+~I)" qZ~(V+q). 

~ Z 2  

We can obtain an even simpler relation between qL and q~, either by 
applying (A) to both of the pairs (L, L 2) and (L 2, L 4) and eliminating qr,, 
or by proceeding directly using the duplication formula instead of the 
addition formula. Following the latter procedure, first note that there 
is a constant x such that 

2~o 4' ['(26)* t(0)] = r .  2o(t (0)) 

for all tE F(X, L). If the homomorphism (26)*: L ~ L  4 is chosen suitably, 
the ~ again disappears. Then the formula goes over on the V(6)-level to: 

~, f(x).  qZ(x)= ~ [2] f (x) .  qL,(X) 
x e  K (t~) x e  K ( 4 6 )  

for allf~ V(6). Substituting the duplication formula into this, we get out: 
(B) For all xeK(26) 

qt,(2x)= ~ qL4(X+r/). 
T/eZ2 

To get a formula involving qL alone, first choose elements x, yeK(26) 
such that x+yeK(6). Then for all homomorphisms l: Z:-,{___ I}, we 
obtain: 

1(0 qL(x + y+O qL(X--y+O 
~EZ2 

= ~ l(() qL~(U) qL~(V) 
~ Z 2  

u, v e K ( 2 ~ )  
u + o = x + y + ~  
u - v = x - y + ~  

= ~ l(~l+~z)qt.2(x+~l)qzz(Y+~2) 
~1,s eZ2 

= [ Y" l(q) qL2(X+n)]" [ E l(~l) qz'(Y+n)]. 
~r ~/r 

Therefore, if x, y, u, veK(26) and x + y, x+u, and x+v~K(6), (so that 
y+u, y+v, u+veK(6) too), then 

[ ~ l(O qL(x+y+O qt.(x--y+O]" [ ~ l(O qt.(u +v+O qr.(u--v+O] 
~r ~r 

= [ ~.. l(O qL(x +u +0  qL(X--U + 0 ] ' [  Z 1(~) qL(y+v+() qL(y--v+()]. 
~eZ2 ~eZ2 

Writing these 2 terms together and summing over l, we finally obtain: 

(C) ~ qL(x+y+OqL(x--y+OqL(u+v+OqL(u--v+O 
~eZ2 

= ~.. qL(X+U+q) qL(X--U+~l) qL(y+v+q) qi.(y--v+rl). 
t/r 
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To complement this relation, there is the key symmetry property of qL: 

(D) qL(-- X) = qL(X). 

This follows as in the proof of the inversion formula. To understand 
the structure of RIEMANN'S theta formula (C) a bit better, note that the 
variables x+_y, u+_v are just 4 arbitrary elements of K(fi), and that the 
condition x + u e K ( 3 )  amounts to 

(x + y ) + ( x -  y )+(u  + v ) + ( u - v ) ~ 2 K ( 6 ) .  

After observing this, it is easy to rearrange the variables in (C) a bit so 
as to obtain: 
(C') For all x, y, u, v, z~ K(6) such that x + y + u + v= - 2 z ,  

qL (x + q) qL (Y + rl) qL (u +I"1) q r.(v + ~7) 
rl e Z z  

= ~ qr.(x+z+rl)  qL(y+z+rl )  qL(u+z  +q) q L ( v + z + q ) .  
r i t Z 2  

We shall give some examples of this in w 5. 
The more familiar form of RIEMANN'S theta formula is obtained by 

making a partial Fourier transformation of the function qL- Suppose Z 
is a subgroup of K(3) such that: 

Z 2 ~ Z c 2 K(6). 

Let H = K ( 3 ) x  2~, and define a function ~ on H by 

8(x) = ~ l(r/) qL(a + 11) 
r / e Z  

if x =(a, l). 8 has an obvious periodicity with respect to Z x {0}; hence 8 
is "essentially" a function of (K(3) /Z)x  Z. Let 

^ 

H2 =  89 Z • (Z)2 

= ~ x ~ H  x is 2-torsion modulo~ 
( z • {o} J" 

(C")  For all x, y, u, v, z ~ H  such that x + y + u + v  = - 2 z ,  

~(x) 0(y) #(u) ~(v) 

1 
- ~( 89 y'a:.z_n O(x+z+~)O(y+z+O O(u+z+r o(v+z+~), 

where if ~ =(( ,  m) and z=(e ,  r), A~=(r+m)  (2(). 
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To obtain (C") from (C'), write the left-hand side out, assuming that 

x = (a, l) 

y = (b, k) 

u = (c, p )  

v = (d, q) 

z = (e, r) . 
We get 

l(r/1) kQt2) p(r/3) q (r/4) qL(a + r/i) q~ (b + r/2) qL( c + r/3) qL( d + r/a). 

Since l + k + p + q = - 2 r ,  this character kills Z z. Therefore, the above 
sum decomposes into a sum of terms of the type 

~,, qL(a' +r/) qL(b'+r/) qz(c '+q)  qL(d'+r/) 
tl e Z z  

all of which can be rewritten using (C'). We get 

1 
2--Y ~ /(r/i) k(r/2) P(r/3) q (r/4)" qL(a+e+~+r/1) ,  qL(b+e+(+r/2)  x 

r / l ,  . . . ,  r/4 ~ Z 

;~ 89 z x qL(c +e+~ +r/3) " qL(d +e+~ +~4) ?~I + if2 + if3 + 114 = - 2  

which is the same as: 

1 
m(r/l+r/2 +r/3 +r/4+2~)"/(r/t)" k(r/2)" P(q3)" q(r/4) x 

2 g  9 ~ Z  ~m,t2,,t3,~u~z 
~E 89 , , ~  x qL(a+e+~ +r/1)... qL(d+e+~ +q4). 

But for fixed m, this sum is zero unless 2 m + l + k + p + q = O ,  i.e., 
m e r +  (Z)2. Therefore, the sum works out to be 

1 _  ~, ( l+r+rn)  Oh ) .q L (a +e+~+r /1 )x  
2 g. #Zr,~(~) 2 

{ ~  8 9  
tli e z 

x (k+ r +  m) (q2)" qL(b+e+~+r/2)  "(P+ r + m )  (r/a)" qz(c+e+~+r/a)  x 

x (q + r + m) (~/4)  9 qL (d + e + ( + n4)" (r + m) (2 ~). 

This is exactly the right-hand side of (C"). 
We omit the proof that (C")=~ (C') which is similar. 

23 Invent. math., Bd. I 
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w 4. Structure of the Homogeneous Coordinate Ring 
Let X be an abelian variety, and let L be a totally symmetric ample 

invertible sheaf of separable type. Of course, char (k)~: 2. In this section 
we shall study 

oo 

R =  ~ F(X,  IY), 
r i m 0  

the homogeneous coordinate ring associated to L. In particular, we would 
like criteria for the properties: 

(a) R is generated by 
R 1 = F(X,  L). 

(b) If S 'R1  is the symmetric algebra on R 1 over k, a n d / i s  the kernel: 

O--) I-- .  S * R1--. R 

then I is generated, as S*Rl-module, by the quadratic relations 12. 
In the first place, there are very general methods, based on CASTEL- 

NUOVO'S lemma, that give results of this type. I can prove: 

Proposition 1. I f  L is replaced by L n, where n > d i m  X+2,  then both 
(a) and (b) are true. 

This is not very useful, however, for the present theory. In the theo- 
rems that we want, we shall assume much less about the sheaf. However, 
as a consequence of our somewhat peculiar methods, we only obtain 
criteria for: 

(a)': R(2n) generated by the (2~)-th symmetric power of R1, for all n. 
(b)': 1(2n ) generated by 12 times S2n-2(RI) for all n. 
Although these are strange conditions, still if they are true in some 

case, then the following also hold: 
(a)": Rm is generated by the m-th symmetric power of R 1, for all m 

sufficiently large. 
(b)": Im is generated by 12 times sm-z(R1) for all m sufficiently large. 
Incidentally, (a)" is equivalent to the condition that L be very ample. 

Lemma. (a)' =~ (a)", 
(b)' =~ (b)". 

Proof. Assume (a)'. For all integers m, let 
co 

R(m)=  @ Rink. 
k = 0  
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It is well known that for all large m, R(rn) is generated by R(m) 1 =Rz. 
In particular, for large n, R(20 is generated by R(2.) and hence by S* R~. 
On the other hand, R is an R(20-module of finite type for all n. Therefore, 
afortiori, R is an S*Rt-module of finite type. Now let M=R/Im S*R~. 
Consider M as an S*Rl-module. It is of finite type since R is; and 
M~2,) =(0) for all n. But, given any graded R-module N of finite type, 
either Nn4: (0) for all large n, or _Am =(0) for all large n. Hence (a)" holds. 

Assume (b)'. Let J ~ I  be the ideal generated by I 2. Then l[J is an 
S*Rl-module of finite type such that (I/J)(2.) =(0) for all n. As above, 
this implies that (I/J)z=(O) for all large m, hence (b)" holds. Q.E.D. 

Conditions (a)' and Co)' are exactly what we can get hold of by the 
theory of w 3. To set this up, first choose for every integer n a symmetric 
0-structure on L 2": 

f . :  fa (L 2") N ,  ~(2. 6), 

such that ( f . , f .+ l )  is always a symmetric 9-structure for tL 2" L2"+h 
This is possible by Proposition 7 of w 2. This induces isomorphisms 

Vector space of] 
~0~: F(X, L 2") ~ ,  V(2" 6) = functions on 

K(2"6) J 

for all n, unique up to scalars. Moreover, for all n, let the function q,(x) 
on K(2"6) correspond to the linear functional on F(X, L 2") defined by 
evaluating sections at 0. Using only the functions qn, we can define the 
following ring: 

oo 

R*" graded polynomial ring generated by (3 V(2"6), where elements 
n = 0  

of V(2"6) are assigned degree 2 ", modulo the relations 

f . f ' - g  
~f, f '  e V(2" 6) 

for all 
( geV(2 ~+1 6), some n such that 

g(x)= ~ f(x+y) . f ' ( x - y ) .  qn+l(Y). 
y~x+K(2n~) 

[Here, as in w 3, we identify the groups K(2 n 6) as subgroups of each other: 

It follows that 
K(3)  = K ( 2 6 ) c  ... = K(2" 6 )=  . . . . ]  

R*. = v(2" 6) 
23* 
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and if any integer N is written as a sum 

N = 2 n' +2  n2 + . . .  + 2 "~ 

with nl, n2 . . . .  , nk distinct, then 

R*--- V(2 "' 6) |  | V(2 "* 6)/(something). 

In any case, there is a canonical map 

 9 : R*--~R 

defined by extending the maps r to a homomorphism of all of R*. 
Lemma. i) R* is a finitely generated k-algebra and the kernel of ~ is 

finite-dimensional, 
ii) q~N: R ~ R N  is an isomorphism if N is a power of 2, 
iii) if L is very ample, then ~N is an isomorphism for all but a finite 

number of N. 
Proof. First of all, (ii) is obvious. Since L is ample, R2n is spanned by 

R , |  R, for all sufficiently large n. Therefore, R*.+I is spanned by 
R~, | R~, for all sufficiently large n. Therefore R* is finitely generated. 
If J = k e r  (~), then J is a finitely generated R*-module; since J is zero in 
degrees 2 *, it follows that J is finite-dimensional. As for (iii), if L is very 
ample, R1 generates all but a finite-dimensional piece of R. Therefore the 
subring of R* generated by RI' already goes onto all but a finite-dimen- 
sional piece of R. Q.E.D. 

This lemma means that if L is very ample, the abstract ring R* defined 
using only the family of null-value functions qn, is essentially isomorphic 
to R. We can therefore calculate in R* to obtain results about the ring R. 
The first result of this type is: 

Theorem 1. I f  H(L) contains )(4, the group of points of order 4, then 
F(X, L 2) is spanned by S2{F(X, L)}. 

Proof. We will show that every function on K(26) is a linear com- 
bination of f u n c t i o n s f . f ' ,  wheref ,  f '  are functions on K(6). (Notation 
as in w 3). It will be convenient to work with the delta functions on 
K(6), K(26): we write 6~ for the function: 

6~(a ' )= l  if a'=a 

=0  if a'~ea. 

There should be no cause for confusion with the use of 6 in "level 6". 
We let Z2 denote the subgroup of K(6) of points of order 2. 
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First, we calculate 6 a + b * 6a- b, where a, b E K(2 6) and a + b sK(6) 

(6.+b*6.-b)(X)= ~ 6o+b(X+Z).6o_~(X--z).ql(z). 
z ~ x + K ( 6 )  

The term inside is 0 unless 
x + z = a + b  
x - z = a - b .  

These imply that x~a+Zz .  Conversely, if x6a+Z2,  then the sum has 
exactly one non-zero term, viz., ql (a + b -  x). Therefore: 

6 a + b * O a - b  = Z q t ( a + b - x ) . b x  
x E a + Z 2  

= ~ ql(b+q)'ba+.. 
tl e Zz 

These functions certainly span the image of S 2 IV(6)]. However, it is 
convenient to use a slightly different basis. Let l be a homomorphism 
from Z2 to { + 1}. Then 

E l(tl)6a+b+,*6.-b+,= E l(rh) 'ql(a+b+rh-(a+nz)) '6.+nz 
q E Z 2 VII,~2 E Z2 

= [  E l(q)'ql(b+tt)]" [ E / (n) 'ba+,] .  
t /EZ2  r /EZ2 

If the image of S 2 [V(6)] contains all the functions ~l(t/)ha+F, then it 
contains everything. Therefore, the Theorem is true if we can prove: 

For every aEK(26)  and every homomorphism I: Z2--~{+ 1} 
there is an element b ~ a +K(6) such that (*) 

Z t(q). q,(b+~)*O. 
viE Z2 

To prove this, set 

and 
F =  ~ (~2a+vi 

r /EZ2 

z= Z t(n)z.. 
rl e Z2 

Now calculate F .  G: 

(F*G)(x)= ~ F ( x + z ) . G ( x - z ) . q l ( z  ). 
z ~ x + K ( ~ )  

The inside term is zero unless: 

x + z = 2 a + r  h 

x-z=?12 , ~l,q2~Z2 . 
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These imply 4x =4a. Let Z4 be the group of elements of K(2g) of order 4. 
By our hypothesis on L, Z4 is a subgroup of K(6). Now suppose x~a + Z4. 
Then the sum works out to be: 

---- ~ F(2x+r/2)" G(~2)" ql(x-F~/2) 
r/2 r Z 2  

= E 
t / e Z z  

Therefore: 
F , G =  E ( ~, l(~l)'ql(x+tl))'6~  9 

~ a + Z 4  t leZ2 

Now assume (,) is false. Since Z 4 = K(cS), it follows that all the coefficients 
~l(ti) ql(x+tl) are zero. Therefore F , G = 0 .  But F # 0  and G#0, and the 
homogeneous coordinate ring of an abelian variety is well known to be 
an integral domain ! This contradiction shows that (,) must hold. Q.E.D. 

Corollary./f H(L) = X4, then R* is generated by R* and (a)' and (a)" 
are true for the homogeneous coordinate ring 

o~ 

F(X, L"). 
n = 0  

In particular, L is very ample. 
The inequality proven about ql in the course of this proof will be 

quite useful in the sequel. To bring out the general picture I want to 
state the analogous fact about the values of q when expanded in charac- 
ters of an arbitrary subgroup Z: 

Z 2 ~ Z c 2 K ( 2 6  ) . 
As above, let 

^ 

0(a, / )= ~,l(~l).q~(a+rl), if l e Z ,  aeK(26) .  
~ / e Z  

The result is: 
^ 

a) for all aeK(26), leZ,  there exists an element (e 89 such that 

~(a+~, l )#O,  
& ^ 

b) for all azK(2g), leZ,  there exists an element mE(Z)2, i.e., a 
character of Z/2 Z, such that 

#(a , l+m)#O.  

These facts are proven by an obvious generalization of the argument 
used to prove (.). 
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The second result which we get by calculating in R* is this: 
Theorem 2. Let 

12 =Ker  {S2 RI ---*R2} 
14 = Ker {S 4 R 1 --* R4}. 

Assume H(L) contains X4. Then I 4 is generated by R 2 (~ I z . 

Proof. First of all, note that by Theorem 1, R 2 and R,  are quotients 
of S 2 R t and S*R1, respectively. To compute R 2 @/2 ,  we use the obvious 
remark: 

Lemma. Let V be a k-vector-space, and let I ~  S 2 V be any subspace. 
For all elements a, be V, let 

x,,b=image of a .  b in S 2 V/I. 
Then 

S 4 V/S 2 V. I ~ S 2 [ S  2 V / , ] / ~  span of the elements~. 
/ (  Xa, b " Xc, d--Xa,  c" Xb, d J 

For all a, beRt ,  let X.,b denote the product of a and b in Re. Then 
the lemma tells us that 

S4R1/R2.12=S2R2/~span~ 
/ (Xa, b" Xc, a-- Xa, c" Xb, d ) 

Therefore it suffices to prove that the canonical map: 

$2 R2/~span of the elements)_. 
/ (Xa,  b. Xc, a_X,,c. Xb, d~ R4 

is injective. 
In order to do this, the key point is to compute in terms of the most 

carefully chosen bases of R1, R2 and R 4. 
(I) In R 1, we use the functions 6., aEK(6). 

(II) In R2, we use the functions 

Y,,,= 2 /(t/).6.+~ 
r/~Z2 

where Z2 =subgroup of K(~) of points of order 2 and l~Z2. 
(III) In R4, we use the functions 

z.,~= ~ I(,1).~.+. 
~eZ4 

where Z4 =subgroup of K(6) of points of order 4 and  lEZ 4. 
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Moreover, set 

ql(a,l)= ~ lQ1).qt(a+~l), l~Z2, a~K(23) 
r /eZ2 

q2(a,l)= ~ l(rl).q2(a+rl), l~Z4, a~K(4c~). 
r l eZ4  

Now if a, b~K(26) and a&b~K(6), calculate 

~. ql(b,l)" Y~,t = Z l(~l)'lOf)'ql(b+rl)'b,,+,r 
l e Z z  f e Z 2  

~, r/'  9 Z2 

=2* ~, ql(b+tl)"~a+)l 
r /EZ2 

----2*Oa+b *fa_ b 
(Cf. proof of Theorem 1). In $2R2, denote the symmetric product by Q). 
Then the problem is to show that: 

span of the elements: 
~ q~(b,l). Y,,,tQ ~ q~(d,l). Yc, z- 

l 1 

$2R2/ --~ ql(a+e,l)  9 Y-b-e,~Q ~, ql(c+e,t). Y-a-~, 
for all a, b, c, d, e e K (25) such that 

a+b+c+d=-2e 
a+b,c+deK(6) 

is isomorphic to R4. Let L be the span of the elements inside the braces. 
Then take a typical generator of L, and write 

a =A+B 
c=A-B 

- b - e = A + C  
- d - e = A - C  

with A, B, CeK(43). It follows that L is the span of the elements 

~^ q,(A+C+e, l). qt(A-C+e, I'). YA+B,t Q YA-B, r-- 
l, I' E Z2 

- ~^ q~(A+B+e,l).q~(A-B+e,l'). Ya+c, lQ Y.4-c,r 
I , l '  ~Z2  

for all A, B, C, e~K(46) such that 

A+B,A+C,e~K(23) 
and 

B-C+eeK(6).  
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Next, we replace these by another set of generators of L obtained by a 
partial Fourier transformation: in a typical generator, replace 

A by A + (  

B by B+~ '  

C by C + ( "  

e by e - ~  

where (, ( ' , ^ ( " s Z  4. This is OK, since Z4cK(6 ). Let m,m',m" be 
elements of Z 4 . Multiply by m(()  9 m' (~'). m" (~") and sum over (, ( ' ,  (" .  
This gives us generators for L of the form: 

~ ,  [ ~,, m"((").ql(A+C+e+(",l) .ql(A-C+e-(", l ' )]x 
1,1'r ~"  9  

x [  E m(#).m'(#'), ra+n+r162 Y a - B + r  

- Z^ [ Y. m'(#').ql(A+B+e+~',l).qx(A-B+e-(',l')]x 
l,t" eZ2 ~'~Z4 

x [  Z m(().m"(~"). Ya+c+r162 Ya_c+r162 

This expression simplifies a great deal. The terms in the 1st sum over 1 
and l '  are 0 unless l and l '  satisfy: 

l(2x)=(m+m') (x), 
l'(2x)=(m-m') (x), 
m"(x) = (l + r) (x), 

all x e Z4 

all x e Z4 

all xffZ2.  

In particular, the whole 1st term is 0 unless m, m' and m" are equal 
on Z2. Similarly, in the 2nd term, we get 0 unless 

l(2x)=(m+m")(x), all x~Z 4 
l'(2x)=(m-m")(x), all xEZ4 
m'(x)=(l+l')(x), all xsZ2. 

Therefore the whole expression is 0 unless m, m' and m" are equal on Z2, 
We may as well set 

m=k+k' 
m'=k-k '  

m"=k-k'+2k* 
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for suitable elements k, k', k*eZ 4 . Then, up to a constant, the expres- 
sion reduces to: 

[ ~,, ( k - k '+2k* ) ( O .  q l (A+C+e+( ,  k). q ~ ( A - C + e - ~ ,  k')] x 
~Z4 

x[  Y (k+~')(O. rA+B,~,~O rA--~+~,~']-- 
~EZ4 

- [  ~ ( k - k ' ) ( O . q l ( A  + B+e+( ,  k + k * ) . q ~ ( A - B + e - ~ ,  k ' - k * ) ]  x 
~ Z 4  

x [ E (k+k')(O. Ya+c+~,~+~.o ra_c+~.~._~.]. 
C~z4 

The Ist and the 3rd bracketed^expressions can be written in terms 
of qz: let a, beK(4~i) and let l, leZ,  such that a+beK(26). Then 

(l + F)(~) . ql (a + b + ~, l) . ql ( a - b - ~ ,  I') 
~eZ4 

= ~ l (~+ t l ) . l ' ( ~ + t f ) . q l ( a +b +~ +r l ) . q t (a -b -~ - t f )  
~ Z 4  

t/, rl' ~ Z2 

= E /(~1+~2)" l '(~1--~2) " q l ( a + b + ~ l + ~ 2 )   9 q l ( a - - b + ~ 2 - - ~ l )  

= ~ /(~t +~2)" l ' ( ~ l - ~ 2 ) ' q 2 ( a + ~ 2 ) ' q 2 ( b + ~ l )  
~ l , ~ 2 e Z 4  

(cf. w 3) 

=q2(a,  l--l'), q2(b, l + l'). 
Substituting this formula, we find that L is spanned by the elements 

q2(A +e, k +k' + 2k*)x 

x l q z ( C . k - k '  + 2k*)" ~z4(k +k')(~)" Ya+t3+~,k O Ya-B+~,k'--I 

[--q2(B, k-k ' ) .g~z  (k+k')(0-YA+C+r Ya-c+~,k'-k*]" 

What happens to these sums when they are pushed from S 2 R2 into R 4 ? 
We calculate 

(k+k')(O- Y,4+B+r Ya-B+~,k' 
C~Za 

= ~.~ k((+tl)'k'((+rf)'c~a+B+C+.*c$a-B+r , 
~ e Z 4  

= Y, k(~+~2)'k'(~t--G)'~a+B+~,+C~*,~A-~+C,-~ 
CI, 1~'2 e Z4 

= ~_~ k ( ~ l + ~ 2 ) ' k ' ( ~ l - ~ 2 ) ' q 2 ( B + ~ z ) ' b a + ~ t  
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(cf. proof of Theorem 1) 

= q2(B, k - k ' ) .  Za, k+k'. 
Therefore, in order to check that L is big enough, it is necessary and 
sufficient, for every pair of terms 

Ti= ~ (ki+k~)(()" YA,+B,+(,k,(~) YA,-B,+~,k;, i=1 ,2  
~eZ4 

[here Aj, BIeK(43), Al+BieK(26), k i, k~eZ4] for which A l --A 2 and 
kl+k't =k2+k~,  to show that clT I +c2T2 is in L for some non-zero 
pair (cl, c2) of constants. [One must check at this point that $2R2 is 
itself spanned by these terms, but this is nearly obvious.] 

Now set 
X(A, B, C; k, k', k*) 

=q2(C, k-k'+2k*).  2 (k+k')(~).  YA+B+r (~) Ya-B+r 
eeZ4 

-q2(B, k - k ' ) .  ~ (k+k ' ) (0"  YA+C+r (D YA-C+r 
r 

I claim it is enough to show that for every A, B, CeK(43), k, k', k*e2~ 4 
such that A +B, A + CeK(2fi), the expression X(A, B, C; k, k', k*) is inL. 
Namely, if T1 and T2 are any pair of terms as above, then 

Z(A1, B1, B2; kl, k'l, k2-  kl) 

is clearly of the form ctT 1 +c2T2. The only problem is that c I and c2 
might be 0. But 7"1 is mapped into c2ZAl,k~+k" ~ in R,  and 7"2 is mapped 
into clZal,k~+kl in R 4. Therefore c 1 =c2=0  only if Tt and T2 go to 0 
in R, .  But since S2R2 is mapped onto R4 by Theorem 1, for every term 
Tt, there is some term Ta with A3=A ~, k~+k'a=k 1 +k'l such that T3 is 
mapped to a non-zero multiple of ZA,,k , +k;" Suppose all the 17s are in L. 
Then 

Z(AI, Bi, Ba; kl, k'l, k3-kl)EL 
2~(A2, B2, Ba; k2, k'2, ka-k2)~L.  

In other words, L contains expressions of the form dt T~ +d~Ta, with 
dl 4:0; and d2 T2 + d~' Ta with d 2 4: 0. Therefore L contains an expression 
ciTl+c2T2 with cl or c24:0. 

The identity: 

q2(C, k -  k '+2k*)  9 2~(A, B, D; k, k ' , /*)+ 

+ q2(B, k - k ' ) .  Z(A, D, C; k+  l*, k ' -  l*, k* - l*) 

= q2 (D, k - k ' + 2  l*). 27(A, B, C; k, k', k*) 
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is easy to check. [Here A, B, C, D are in K(46), k, k', k*, I*EZ 4 and 
A + B, A + C, A +  D e K(26).] We have proven, that for all A, B, C EK(46) 
and k, k', k*EZ 4 such that A+B, A+CEK(26), then 

qz(A+e, k+k' + 2k*). Z(A, B, C; k, k', k*)EL 

for any element eEK(46) such that 

e E B - C  + K(cS). 

This embarrassing factor q2(A+e,k+k'+2k*) is the crux of the 
problem at this point. The e here gives us very little flexibility: if it is 
varied by an element of Z4 (which is permitted), the qz is multiplied only 
by a root  of 1. So if one of these vanishes, all of them do. And since we 
have only assumed that Z 4 c K(6), this is really the only variation pos- 
sible in e. We may as well set e = B -  C therefore; this gives us the fact: 

qz(A + B - C ,  k +k' + 2k*). Z(A, B, C; k, k', k*)EL. 

But now the cocycle identity gives us also the fact: 

q2 (A+B- D,k+k '+21*) .q2 (A+D -C ,k+k '  +2k*-2l*)•  

x qz(D, k-k '+21*) .  Z(A, B, C; k, k', k*) 

= q z ( C , k - k '  + 2k*). q2(A + D - C , k  +k' + 2k*-21*)x 

x [qz(A+B-D,  k+ k '+21*)-  Z(A, B, D; k, k', l*)] + 

+ qz(B, k - k ' )  . qz(A + B - D ,  k + k' + 21*) x 

x [qz(A+D-C,  k+k '+2k*-21*) .  Z(A, D, C, k+ l*, k ' -  l*, k * -  l*)] 

e L ,  

for all 1"E7,4, DEA +K(26).  The product of 3 qz's at the beginning of 
this equation can be made non-zero by an appropriate choice of l* 
and D! This is the content of: 

TripleVanishingLemma. Let A 1, A2, A3 be any three elements of 
K(46); let kl, k2, k3 be any three elements of Z 4. Then there exists 

such that 

~EZ8 

IE2Z4 

(=points of order 8 in K(26)) 

3 

Hq2(A~+~,  ki+l)~O. 
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Proof. To show this, we first establish the following general formula: 
Lemma. Let L be a totally symmetric ample invertible sheaf on X of 

separable type 5. Choose compatible O-structures for  L, L2, L 4. Let 
A ~, A 2, A 3, A4 ~ K(~), and let q 1 ~ V(b) correspond to evaluation at O. Then 

E 6At+~*SA:~+rlq~a3+rl*(~A4+rl rl ~ Zz 
= ~ q l ( A , + A 2 - 2 E ) ' q , ( A * + A 3 - 2 E ) ' q , ( A I + A 4 - 2 E ) ' 6 E   9 

EcK (45) 
4 E=AI +A2+A3+A4 

Proof. Write 
A~ = ~ + 6 + f l  

A 2 - - ~ +  ~ - - f l  

A4= - a + 3 - ?  

where fl, ?sK(26), cq 8~K(46). Then combining the Ist 2 and last 2 
terms by the formula in Theorem 1, we find 

E 6Al+q*6A2-b?I*(~A3+?I*(~A4+q ritZ2 
= 2 q2(fl+rh), q2(? +r/2). 6~+~+,+,~ * 6-~+n+,+,2- 

~, t/is ~2 6 Z2  

Combining them again by the same formula and rearranging one finds: 

"= E q 2 ( f l + ( l  +(2"k-17) 'q2(]~+(l- - (2+r]) 'q3(~-[ ' (2) '~ . t+~" 
tl~Z2 

t2~,~ EZ4 

Using the relations among ql, q2, q3 established in w 2, this reduces to: 

= ~ q l ( f l + 7 + 2 0  " q l ( f l - y + 2 0 " q l ( 2 ~ + 2 0 " 6 r  
~r~Z4 

With E =  ~ + 5, this is exactly what we were to prove. Q.E.D. 
To apply the 1emma in our situation, we consider the sections of L 16, 

which are described by functions on K(166). Let Zs be the group of 
points of order 8 in K(166) (or in K(26)). For all aeK(166), I~Z 8, set 

~/~Zs 



348 D. MUMFORD : 

Now suppose A1, A2, A 3 , A , e K ( 1 6 6 )  and l l , /2,  13, 14~Z8 satisfy 
A t + A 2 + A3 + A4 = 0, tl + 12 + 13 + l, = 0. We use the lemma to compute 

= ~ /t (ql)"/2 (r/2)" la(q3)" l* (r/4)" q4(A1 + A 2  +~/1 +///2 --2()  x 
t/l, ~2, ~3, ~4 e Z8 

~" E Z32 
4 ~ =t / l  +t/2 + q3+lf4 

xq4(A t + A 3 + ~ / t  +r?3 - 2 ~ ) .  q 4 ( A  1 + A # + ~ l l  + q , - 2 ~ )  - 6 c 

1 
= 8-- 7 2 Z m ( 4 f f - r / 1 - " 2 - r / 3 - r / 4 ) "  ll(qi)"/z(r/2) x 

r/6Zs ~/1 ..... ~14 E Zs 
s 

X 13 (/73)  9 14 (r/4)  9 q ,  (A s + A 2 +t l l  + q2 - 2 ~) x 

X q4(Al +A3 +r/1 + r /3 -2~)   9 q4(A1 + A4+~/i + r /4 -2~)   9 6r 

where g = d i m  X, (i.e., 8g=Card (Zs)). If, as usual, we let 

q4(a,/)= ~. l(r/), q,,(a+~l), 
zl e Z8 

then this works out to be 

I = 8-- ~- ~ ( ~ / t (q0  2  9 rn(ql)+2), rn(4~), q4(Al+A2-2 ~ , /2-m)x  
meff.8 t/t eZs 
~ Z 3 2  

x qa(Ai + A  3 - 2 ~ ,  13--m). q,(A t + A , - 2 ~ ,  14-m). 6 c 

= ~ 11(4~) - l ' k ( 4 ~ )  - i . q , , ( A l + A 2 - 2 ~ , l t + 1 2 + k ) x  
ke4Z8 
s 

x q4(A1 + A 3 - 2 ( ,  ti+ 13+k)" q4(Ai+A4-2(,  l i+l,+k)" 6C. 

Now since the homogeneous coordinate ring of X is an integral domain, ^ 
it follows that for all A's and l 's as above, there are elements ks4Z 8 and 

~ Z~ 6 such that 
4 

]-[ q,(A i + A~+~, ti + li+ k) 4:0. 
f = 2  

Now the triple (AI+Az, AI+A3, AI+A,) is an arbitrary triple of 
elements (B1, B2, B3) in K(16 6) such that BI + B2 + B3 ~ K(8 3). Similarly 
the triple (ll + 12, 11 +13, 11 +14) is an arbitrary triple of elements 
(kl, k2, k3) in 3 8 such that kl+k2+k3e2Zs.  Therefore, for any 
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triples 
B1, B2, B 3 E K(86)  

kl ,  k2, k3 ~2Zs  
3 

1-I q4(B, + ~, k, + k):t:O 
i=l  

for some ~ Z 1 6  , k ~ 4 Z s .  But by the results of w 3 on the q's, 

q2(2B, k)=q4(B , 2 * k) 

for any B~K(86), k~Z4 [where 2 , k  is the character (2 , k) (x) = k (2 x) 
as before]. This proves the triple vanishing lemma. Q.E.D. 

Corollary. If  X 4 c H(L), then (b)' and (b)" are true for the homo- 
geneous coordinate ring 

c o  

| r (x ,  ~). 
n = 0  

In particular, if  q~ : X o P  n is the embedding defined by the complete linear 
system F(X, L), then q~(X), as a subscheme of Pn, is an intersection of 
quadric hypersurf aces. 

w 5. Examples 
We shall consider 4 special cases of the preceding theory: 
a) dim X =  1, 6 = (2), char =t= 2 
b) dim X =  1, 6 = (3), char # 3 
c) dim X =  1, 6 = (4), char 4:2 
d) dim X=2,  ~ =(2,2), char #2 .  
If e ~ X  is the origin, then in the first 3 cases, we shall take L to be 

Ox(2e), Ox(3e), and Ox(4e), respectively. As is well known, these linear 
systems define maps: 

a) ~p: X--, PI (a double covering), 
b) ~p: X c.__, P2 (image a non-singular cubic curve), 
c) cp: X ~- ,  P3 (image a non-singular quartic curve, which is the com- 

plete intersection of 2 quadrics), 
d) ~p: X - , P  3 (X a double covering of ~pX, r a quartic surface with 

16 nodes). 
The fact that in case c), ~p (X) is a complete intersection of 2 quadrics 

is the simplest example of Theorem 2 of w 4. Incidentally, note that in 
cases b) and c), @ F (X, L n) is actually generated by F (X, L): at least in 

B 
these cases, Theorem 1 is not the best possible result. 
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Case a. H(L)=X2,  and the action of the group of translations by 
points of X2 extends to P1 so as to make tp commute with these actions. 
This means that the group Z / 2 Z @ Z / 2 Z  acts on P~, and this action 
can be normalized by a suitable choice of coordinates in P1 so that it is 
given by the matrices: 

(10 01)' (~ -01)' (~ 10) '  ( 7 1  10)" 

This normalizes the map q~ among projectively equivalent maps. Since 
the 4 branch points must be permuted by the action of this group, they 
have coordinates: 

(L  - L  1/~, - 1/~). 

Here ~ is the coordinate of go(e), and it can be anything (except for 
degenerate values 0, _+ 1,-t-i, o0): moreover, the abelian variety X is 
determined by 2. 

Case b. H(L)=X3,  and the action of the group of translations by 
points of X3 extends to P2. Therefore, the group Z/3 Z (~ Z]3 Z acts on P2, 
and this action can be normalized by a suitable choice of coordinates 
in P2 so that it is given by the matrices: ( oi) (loo) 

1 , 0 co 0 , 
0 0 0 co2 

(ilZ) 0 , 0 , 
0 co2 0 (Zoo) (oo1) 0 , co 0 0 , 
1 0 co2 0 

(i o o) o)2 0 
0 co 

(! 0 2 
0 o1) 
0 0 . 
co 0 

The image cubic must be invariant under this group, and must be con- 
tained in the open set 

(1,0,0), (1,1,1), (1,1, co), (1,1, o)2) } 
e 2 -  (0,1,0), (1,co, co/), (1,co, I), (1,co2,1) 

(0, 0,1), (1, o92, co), (co, l, 1), (co2, 1, 1) 

where Z / 3 Z ( g Z / 3 Z  acts freely. This implies that the image cubic is 
given by an equation: 

X3+ y 3 + z 3 - 3 # X Y Z ,  # # l ,  co, co~,oo. 
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Moreover, q~(e) must be a point of inftexion of this curve, and it turns out 
that the 9 points of inftexion are the 9 base points of this pencil of cubics: 

(0, 1, - 1 )  
(0, 1, -co) 
(0, 1, _co2) 
(1, 0, -1 )  
(1, o, -co) 
(1, 0, --(D 2) 

(I, -1 ,  o) 
(1 , -co,  0) 
(1 , - - co  2, 0 ) .  

So in this case, rp (e) is completely determined (up to a finite choice) and 
its coordinates do not determine X. In other words, the function qL on 
K(6) =Z/3Z is independent of X in this case: but since L is not totally 
symmetric, this restriction cannot come out of our theory. 

Case c. H(L)=X4, and we get, exactly as before, a group isomorphic 
to Z/4Z@Z/4Z acting on P3- Again, in suitable coordinates, it is the 
group generated by 

1 t 0 1  and V= i 0 
U =  0 0  0 - 1  " 

1 0 0 0  \ 0 0  0 - i  

In this case, it will be easier to write everything down if we spell out the 
connection with our previous notation more precisely. First of all, the 
group generated by U, V and scalar matrices is exactly f~(6), if we let 
U correspond to (1 ; 1, 0) and let V correspond to (t ; 0, X) where 
xeHom(Z/4Z, k*) is defined by Z(1)=i. Moreover, the affine space k 4 
on which U, Vact is exactly V(6) if we let (ao, cq, ~2, ~3) Ek4 correspond 
to the function f :  

f ( i ) = e i .  

[One should check that the action of ff (6) on V(6) goes over to matrix 
multiplication.] Regard P3 as the set of hyperplanes in k 4 (ii la GROTHEN- 
DIECK), SO that the following are isomorphic: 

V(c~) ~- k 4~- F(Pz, o(1))'~F(X, L). 

Here homogeneous coordinates X o, )(1, Xz, ii3 in P3 correspond to the 
points (1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 1, 0), and (0, 0, 0, 1) in k 4 and to the 
24 Invent. math., Bd. I 
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functions 60, 61, 62, 6a in V(6). Andthe 4-tuple (qL(0), qL(1), qL(2), qL(3)) 
is a set of homogeneous coordinates of o ( e ) e P a .  To determine the 
quadratic equations satisfied by the coordinates X i on ~(X),  we refer 
back to the proof of Theorem 1, w 4, where the quadratic expressions 
in the functions 6, were expressed in terms of a basis of F(X, L2): or, 
more precisely, in terms of functions on K(2 6)~  7./8 Z. We find 

60 * 60 + 62 * 62 = (qLz (0) + qL2 (4))- (60 + 64) 

6o * 61 +6z * 63 = (qL~ (1) + qz2 (5))  9 (6t +65) 
26o,  62 =(qL2(2)+ qL2(6))- (62 + 6~) 

6o* 63 + 62 * 61 =(qL2(3)+qL2(7))" (63 + 67) 
6, * 61 + 63 * 63 = (qL2(0)+ qL~(4))- (62 + 66) 

261 * 63 = (qL2(2)+ qL, (6)). (tSo + 64) 

60  9 6o -62   9 ~2 = ( q ~ ( o ) -  q~(4)) .  (~o - 6 , )  
60  9 6, - 62   9 63 = (qLd 1 ) -  aL,(5)) - (61-6~) 

60  9 6~ -6~   9 6~ = (qL~(3)- qL~(7))  9 (6~ - 6 0  
61 * 61 -- 63 * 63 = (qL2 (0)-- qLz (4))- (62 -- 66). 

Therefore: 

(qL2(2) + qL2 (6))  9 [60 * 60 +62 * 62] --- (qL, (0)+ qL,(4))  9 [261 * 63], 

(qL,(0) +q~:(4))  9 [26 o *62]-(ql ,2(2)+ qL2(6))  9 [61 * ~ i+63   9 63]. 

Note that qL2(2)+qL2(6)=2qta(2 ) is not equal to 0, or else the above 
equations do not define an integral domain. Set 2 = (qL,(0) + qL,(4))/2 qL2(2). 
Then q~ (X) is given by the 2 equations: 

X2 + X2---2;~XoX2 
X2+X2=22X1 X 3. 

Conversely, for any 2 ~ 0 ,  +1,  __.i, oo, this defines an elliptic curve 
invariant under f~(6). Now consider the coordinates of q~(e): by sym- 
metry, qL(1)=qL(3), i.e., q~(e) lies on the plane X~ =X3. Therefore it 
satisfies: 

qL(1) 2 = 2  qL(0)  9 qr.(2) 
qL(0) 2 + qL(2) 2 = 2 2 qL(1) 2. 

Therefore, 2 can be calculated from the coordinates of q~(e) by 

2 = qL(1)2 
q,(O), qL(2) 
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and the qL's themselves also satisfy: 
qL(0) 3- qL(2)+ qL(0)" qt (2)3=2  9 qL(1) 4. 

This equation is the one equation to which RIEMANN'S theta relations 
reduce in this case: it is a simple transformation of the ancient theta 
relation of JACOBI. Moreover, one can show that this is the only equation 
satisfied by the qL's, aside from the inequalities: 

qL(n)4=O, any n 
qL(0) 4: + qr (2). 

JACOBI'S theta relation comes out by using the usual basis for the 
vector space of theta-null values: 

(Compare the comments at the end of w 3.) We get: 
0 4 

~ [00]*--~ [1 ] +~  [~0] ~ 
aria 

~[001' ~[0~1' ~[~1 * ~  

Cased. II(L)=X2~-Z[2Z~Z/2Z~Z/2Z~Z]2Z. This group acts 
on the P3 ambient to q~(X). In suitable coordinates, it is the group 
(~ (2, 2) generated by the matrices: /zol/G011 0 0 0 ,  0 0 1 ,  

0 0  0 0  
001 010 

o o!)i o o !) ~ 1 0  1 0 
1 ' 0 - 1  " 

0 0 0 1 O0  0 1 
24* 
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Then q~X is a quartic surface, invariant  under  this group and containing 
only a finite number  of points fixed under non-trivial t ransformations 
in this group.  This implies that  ~0 X is given by the zeroes of an equat ion:  

F(x, y, z, w)=A(x4 + y4 + z4 + w 4) + B(x y z w)+ C(x 2 y2 + z ~ wZ)+ 
_]_D(x2 w 2 + y 2  22) + E(x2 z2 + y 2  w2)___0. 

These equations define a 4-dimensional family of quartics with no base 
points:  the generic member  of this family is non-singular so it could not  
be equal to ~oX. But as soon as a surface in this family has 1 node, it 
acquires 16 of them:  namely the images of this node  under  the group 
f~ (2, 2). Such a node exists if and only if 

A(A,B,C,D,E)=O 

where A is the discriminant of F. The nodes are the points ~(a) ,  aeX2,  
and they may exist anywhere at all in P3,  except on a degenerate sub- 
variety that  we will no t  describe. Any  quartic of the above type with 
exactly 16 nodes and no higher singularities is of the type r for some 
abelian surface X. 
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